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Abstract

Current quantum processors are known as Noisy Intermediate-Scale Quantum (NISQ)
devices and are greatly susceptible to noise. In particular, gate errors that accumu-
late every operation and the qubit lifetime are known to be major sources of noise,
that limit the scale of reliable quantum computation. On the other hand, the state
of the art quantum processor consists of up to tens of qubits, and some of them
are available via cloud services. As a result, the number of underutilized resources
increases due to the excess number of qubits over the size of the problem that can
be solved reliably, which limits the throughput of the NISQ computation. Paral-
lel execution of small-scale circuits may improve the operating efficiency of NISQ
processors, but still challenging because the impact of errors on individual tasks is
non-trivial. In particular, the crosstalk that is known as the non-local error in the
quantum chip can cause unwanted interference between independent circuits in a
simultaneous execution set, and it may lead to limit the performance of parallel
execution. In this paper, we propose a novel compilation method to mitigate the
impact of crosstalk during concurrent execution of multiple circuits and to realize
highly reliable quantum computation. We use IBM Q System 27-qubit processor
to characterize the crosstalk noise and to evaluate the performance of our proposal.
This method provides more efficient and highly reliable quantum computation by
effectively allocating multiple quantum circuits to the processor, taking into account
unwanted remote interference caused by crosstalk. Our work improves the through-
put of the NISQ processor and achieves high-speed processing of small tasks. This
would be attractive not only to quantum providers but also to users around the world
who want to run the small-scale NISQ algorithms that have recently attracted great
focus and are being enthusiastically investigated.
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Chapter 1

Introduction

Quantum computing aims to effective information processing on specific problems by
utilizing the properties of quantum mechanics, such as superposition and entangle-
ment in computer technology. It is, in particular, expected to be applied in the fields
of chemistry, finance, and machine learning. On the contrary, the current quantum
processor what is called Noisy Intermediate-Scale Quantum (NISQ) [1], is not im-
mune to the noise which causes a high error rate and greatly affects the reliability of
the computation.

With the advent of the cloud quantum computing system [2], [3], quantum com-
puting has become familiar to researchers and developers around the world. The
more number of users and tasks from various demands and backgrounds has in-
creased, the more it is important that the throughput of NISQ processor. To operate
this efficiently, executing multiple quantum tasks concurrently can be one solution
however this method is not trivial and involves essential challenges [4], [5].

It is difficult to explain whole errors of computation on NISQ processor by us-
ing information from standard error characterization techniques such as quantum
tomography and randomized benchmarking [6], [7]. To maximize the utilization and
performance of NISQ processor, we should take into account not only the standard
one also context-dependent errors [8].

In the case of superconducting qubit systems, crosstalk has the biggest effect on
the gate errors [9], [10]. When multiple quantum circuits are executed in parallel,
as resource usage of the processor increases, unwanted interference may occur due
to crosstalk noise between independent quantum circuits, which may affect the cal-
culation results [4], [5]. In this research, we propose a novel compilation method
for mitigating crosstalk noise that assumes parallel execution of multiple quantum
circuits.
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This thesis includes the following contributions. First, we visualize how the im-
pact of crosstalk distributed in the real device potentially limits the performance
of computation and the efficient way of the noise characterization method in prac-
tice. Second, we propose a novel qubit allocation method for the quantum multi-
programming case that is considering crosstalk characterization in the hardware to
improve output fidelity. Third, we propose a scheduling method for the simultaneous
execution of multi circuits.

Our work consists of the following. At first, we have attempted to clarify the
problem and motivation of this study referring to previous works (Ch.2). As the main
contribution of this thesis, first, we characterize and analyze the crosstalk noise and
coherent data that are potentially limiting the performance of multi-programming
(Ch.3). Second, we propose a novel qubit allocation method considering crosstalk
characterization in the hardware and scheduling method cares about the difference
of duration of each independent circuit executed concurrently to improve output
fidelity, and show the performance of our proposal (Ch.4, 5).
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Chapter 2

Background

2.1 Principles of Quantum Computation
The unit of the quantum computer is called a quantum bit, i.e. qubit described as
state vector |0⟩ and |1⟩. Qubit has the capability of taking superposition state as
α |0⟩ + β |1⟩ against the classical counter part only have 0 and 1 state. Here α, β
are complex numbers that satisfy the |α|2 + |β|2 = 1. In quantum computing, we
can utilize special correlations between qubits called entanglement that particular
to quantum physics. In general, quantum algorithms are executed as follows. 1).
Initialize a qubit state as superposition. 2). Apply quantum operations to qubits. In
the quantum circuit model (Sec. 2.3), those operations are implemented combination
of quantum gates Table 2.1 in time steps. 3). Finally, by applying measurement
operation, we can extract the final state as a classical probability distribution of bit
strings.

2.2 Noisy Intermediate-Scale Quantum Comput-
ing

The performance of current leading quantum architectures called Noisy Intermediate-
Scale Quantum (NISQ) is limited due to the noise [1]. The providers are continuously
building better NISQ processors both in size and error tolerance[12], [13]. Neverthe-
less, qubits are affected by noise that causes serious errors in the calculation due
to the reasons such as gate operation, measurement operation, and environmental
interference. With Quantum Error Correction (QEC) technique, the promised quan-
tum algorithms including Shor’s algorithm [14], Grover’s algorithm [15] provide the
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Quantum Gate Circuit diagram Matrix representation Truth table
Input Output

Identity gate Id Id =

(
1 0
0 1

)
|0⟩ |0⟩
|1⟩ |1⟩

X gate X X =

(
0 1
1 0

)
|0⟩ |1⟩
|1⟩ |0⟩

Y gate Y Y =

(
0 −i
i 0

)
|0⟩ i |1⟩
|1⟩ −i |0⟩

Z gate Z Z =

(
1 0
0 −1

)
|0⟩ |0⟩
|1⟩ − |1⟩

S gate S S =

(
1 0
0 ei

π
2

)
|0⟩ |0⟩
|1⟩ ei

π
2 |1⟩

T gate T S =

(
1 0
0 ei

π
4

)
|0⟩ |0⟩
|1⟩ ei

π
4 |1⟩

H gate H H = 1√
2

(
1 1
1 −1

) |0⟩ |0⟩+|1⟩√
2

|1⟩ |0⟩−|1⟩√
2

Control-NOT gate CNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0


|0⟩ |0⟩ |0⟩ |0⟩
|0⟩ |1⟩ |0⟩ |1⟩
|1⟩ |0⟩ |1⟩ |1⟩
|1⟩ |1⟩ |1⟩ |0⟩

Table 2.1: Quantum Gate examples [11].
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quantum advantage against classical counterparts. However, QEC requires physical
qubits overhead [16], [17]. It is quite hard to succeed in the NISQ era. Instead, to
achieve the quantum advantage earlier, near-term Quantum Computation [18] aims
to develop the software and algorithms for the quantum hardware available in the
next few years without QEC including Variational Quantum Algorithms [19], [20],
[21], Variational Quantum Eigensolver [22], [23], Quantum Approximate Optimiza-
tion Algorithm [24], Approximated post-NISQ algorithm [25]. In this thesis, we focus
on software development for efficient usage of the NISQ processor.

2.2.1 Errors in NISQ
In physically, the NISQ processors are implemented as an open quantum system. The
qubits interact with their environments, and this noise arises as a quantum error that
makes a quantum state fragile [11]. Though there are several reasons to cause the
errors, we introduce operational errors and the decoherence caused by qubit lifetime
here in part. Due to the limited precision of the quantum operation implemented in
a real architecture, every time we perform quantum gates or measurements to the
qubits, the quantum state becomes different from ideal with a certain probability,
and errors accumulate in time steps. We call these gate errors and readout errors. In
the IBM Q System, for instance, two-qubit (CNOT gate) error rates are around 10x
bigger than one-qubit gate error rates. Another source of decoherence comes from
qubit lifetime. Qubit coherence time represented as T1, T2 and its related metric T2∗
[26]. T1 explains thermal relaxation time or amplitude damping that is decaying of
quantum states from the excited state (higher energy state, |1⟩) to the ground state
(lower energy, |0⟩) along with energy loss. T2 and T2∗ explain phase damping that
is decaying of stable phase information.

2.3 Quantum Circuit
Quantum circuit is the model of quantum computation, that is composed of the
quantum register(s) and classical register(s) described as line(s), series of the quan-
tum gate(s) as box(es), and measurement operation described as meter connected to
classical register(s) Fig. 2.1. Every quantum gate is defined as the unitary operation
that means the quantum operation is reversible. On the contrary, the measurement
of qubit(s) is a destructive and irreversible operation. It collapses the quantum state
and converts it to classical (on/off) form. In this process, though a lot of information
represented in quantum space is destroyed, we can observe what it was probabilisti-
cally. To understand the final product of the series of quantum gate operations by
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measurement, we conduct thousands of trials and produce a result as a probability
distribution of bit-strings in a real system.

q0

q1

q2

|ψ⟩

|0⟩

|0⟩

H

H

Z X

Quantum
Registers

State initialization

Quantum Gates

Measurement

Classical Control

Classical
Registers

Figure 2.1: Example of Quantum Circuit: Quantum Teleportatin [27].

2.3.1 Compilation task
To realize logical quantum computation described as a quantum circuit on the real-
world physical system, it should be compiled to a proper form that satisfying logical
and physical constraints. It is known that the quantum circuit consists of only a
few elements include state preparation, Hadamard gates, phase gates, CNOT gates,
Pauli gates, measurement, and classically conditioned control gates by Gottesman-
Knill theorem [28]. In the case of current leading quantum architectures, its own
universal quantum gate set is implemented to realize arbitrary quantum circuit op-
erations corresponding to the theorem. The compiler translates the program circuit
written by the user to this gate set. This is called logic synthesis [29]. To satisfy
the physical constraints of the quantum processor, program qubits are allocated to
the physical system and gate operations are routed and scheduled considering the
hardware topology. In the case of the NISQ processor, because of the noise and
fragile quantum states, optimization of this circuit compilation process has a serious
impact on the reliability of the output. The layout of the program qubits to hard-
ware is related to the reduction of SWAP operation in the routing process. SWAP
operation is implemented three CNOT gates and this 2-qubit gates are major source
of noise in the current system showed in Sec. 2.2.1. Previous works showed practical
optimization techniques for allocation [30], [31], [29], routing [32], [33] for the NISQ
system.
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2.4 Cloud Quantum Computing Services
With the advent of cloud quantum computing services [34], [35], [36], [2], [37], [38],
[39] , so many researchers and developers from a variety of domains are becoming
quantum users. Cloud quantum computing provides great opportunities for con-
ducting basic experiments to developing applications include quantum simulation,
quantum machine learning, solving the optimization problem [40]. With the rapid
increase in users, urgent accesses for limited cloud quantum resources and a number
of queued jobs are becoming serious issues.

2.5 Crosstalk in NISQ processor
Crosstalk error is known as a significant source of noise in the quantum processor.
This error can be explained from several aspects, but simply the unwanted interaction
between coupled qubits in the processor. It is known there is a trade-off between
the strength of qubits interaction and magnitude of unwanted crosstalk noise [41],
[42]. And one type of crosstalk is caused by simultaneous operations between specific
couples of qubits. In this thesis, we focused on the unwanted interaction due to the
2-qubits (CNOT gate) operation. These types of crosstalk are known to occur in
the current quantum architectures include the superconducting systems and trapped
ion [43], [44].

2.5.1 The cost of noise characterization
The complexity of noise characterization often expands exponential scaling with the
system size. Recently, several works show efficient ways to detect crosstalk noise [45].
Even so, it takes several hours for characterization, and it is an impractical recent
situation, that is NISQ and cloud quantum computing era. Rather than that, we
adapted a simpler protocol, simultaneous randomized benchmarking [41] and limited
detection range that is introduced in Sec 3.1 to reduce characterization cost.

2.5.2 Noise mitigation approach
The tuning and mitigation of crosstalk directly become big challenges as develop-
ing larger processors [42], [8], [45]. There are several software approaches to reduce
crosstalk error introduced in previous work. In the case of tunable quantum pro-
cessors include Google’s architecture[46], tune qubit frequencies or control specific
couplers to disable and shutdown the leakage errors [9], [47]. On the contrary, for

9



fixed qubit systems include IBM Q System, by using optimized circuit scheduler to
avoid concurrent execution of correlated qubits in the processor [48]. In this the-
sis, we focused on this fixed qubit system, and provide the solution by novel layout
method in the circuit compilation process.

2.6 Quantum Multi-programming
The quantum multi-programming is the method to improve the throughput and
utilization of the NISQ processor by executing multiple quantum circuits simulta-
neously, instead of keeping the unemployed qubits resource idle. In the previous
work, several challenges were discussed as follows [4], [5]: 1). Fair hardware resource
allocation for every individual task. The difficulty of this issue comes from the vari-
ations of characteristics of each physical qubits in the processor includes operational
error rates and qubit lifetimes [49]. To solve this, the compiler needs to take those
error information into account to optimize the circuit. 2). Avoidance of unwanted
interference between the individual quantum circuit. Improving utilization of the
processor by executing multiple programs concurrently can increase the unwanted
interference between independent quantum circuits. To withdraw serious destructive
interference, one option is to monitor and compare the performance of parallel exe-
cution and to feedback it to the next execution phase, single or parallel [4]. Rather
than that, in this thesis, we directly focused on the crosstalk characterization in the
processor and optimize qubit allocation itself. 3). Optimization of the operational
timing of each circuit to minimize the unnecessary decoherence effect. In the case
of multi-programming with several lengths of quantum circuits, the shorter circuits
suffer wait duration until the longer circuit’s operation ends, and it may cause the
decaying of a quantum state prepared by shorter circuits and decline the output
reliability. In this study, we focus on issues 2 and 3 in particular.
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Chapter 3

Error Detection Methodology

3.1 Crosstalk Noise
3.1.1 Experimental setup
Error information of IBMQ systems from daily calibration is provided in IBM Quan-
tum Experience [2]. We can utilize those for software or applications including noise-
aware compiler [32]. However we need additional noise characterization to mitigate
the crosstalk effect [48].

As we mentioned in Sec.2.5, one type of crosstalk occurs when we execute specific
pairs of hardware qubits due to the strength of the coupling interaction. In this paper,
we defined this effect as the ratio between a gate error rates single execution and
conditional error rate more than two gates executed simultaneously. Namely, the
crosstalk effect X(gi,gj) from gj to the gate gi defined as follows:

X(gi,gj) =
ϵ(gi|gj)

ϵgi
(3.1)

To detect crosstalk hardware, we use Randomized Benchmarking (RB), the stan-
dard method to characterize hardware gate error rates. There are several variations
of this method depending on the situation and usage [6], [41], [50], [51], [10], [52].

First, we characterize gate error rates ϵgi by the standard RB procedure. Then, to
detect conditional error rates ϵ(gi|gj), we use Simultaneous Randomized Benchmarking
(SimRB) [41].

When we investigate the crosstalk error between gates gi and gj, we first calculate
the respective error rates E(gi) and E(gj) using ordinary RB. Next, we calculate the
conditional error rates E(gi|gj) and E(gj|gi) when two gates are executed simulta-
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neously using SimRB. When gi is affected by crosstalk by gj, E(gi|gj) is larger than
E(gi).

3.1.2 Characterization Crosstalk Noise
Here we show the crosstalk magnitude and distribution on IBM Q System 27-qubit
processor (IBM Q Toronto, IBM Q Paris) characterized by using SimRB introduced
in Sec 3.1. Each cell represents the combination of conditioned error rates between
the vertical and horizontal axis. Here we show the ratio of error rates of conditional
cases and independent cases as the size of colored boxes. We can see that there are
two types of crosstalk distribution. The one is a short-range and strong error, and
the other is a long-range and weak error. The first one that the combinations placed
in a few hops are a relatively higher crosstalk error, and also crosstalk appears
symmetrically in the processor, for example, crosstalk between qubits (7, 10) and
(12, 15) interact each other. On the other hand, crosstalk errors on (19, 22) distribute
long-range but relatively weak that also shown in Fig. 3.2d.
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Figure 3.1: Crosstalk distribution on the IBMQ Toronto system. The inde-
pendent cases are represented as small white boxes on the center of each cell whose
size is fixed. When the conditional error rate is higher, the ratio is denoted as the
size of orange boxes. On the contrary, it gets lower, represented as the size of blue
boxes. The diagonal and cells next to diagonals filled with light gray indicate the
combinations that cannot be executed in parallel.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.2: Crosstalk distribution on IBM Q System These figures show the crosstalk re-
lationship on IBM Q System 27-qubit processor (IBM Q Toronto). The graph is a schematic
representation of the processor, with each vertex representing a qubit and each edge representing
a two-qubit coupling. Among the edges in the graph, the two-qubit coupling with crosstalk is
indicated by the dashed connection. The red dashed lines represent crosstalk at a distance of one
hop, and the blue dashed lines represent crosstalk more than two hops. The data show that most
of the strong crosstalk occurs within one hop, and is particularly concentrated in the center of the
processor 3.2a. On the other hand, certain two-qubit gates ((8, 11), (14, 16), (19, 22), (21, 23), and
(23, 24)) share the crosstalk in long-range 3.2b–3.2f.
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3.1.3 Reducing detection overhead strategy
In previous work on the noise-aware compilation, the software uses calibration data
such as the gate error rates and coherence time provided on a daily basis to optimize
the circuit. However, the execution time required to investigate crosstalk of all the
gate combinations even for a 27-qubit system is not realistic [48]. Therefore, in
this study, we limited the investigation items to the practical parts by following the
procedure to reduce the computational cost of crosstalk detection.

Step 1: Randomly investigate the crosstalk relation. Since CNOTj gates
that are in a crosstalk noise relationship with a CNOTi gate tend to be in a crosstalk
noise relationship with other CNOTk gates, for example (19, 22) shown in Fig. 3.1
and Fig. 3.2d. First, we randomly select a few qubit pairs and investigate the
existence of crosstalk. If there are any qubit pairs with crosstalk, we examine other
combinations of them. By repeating this process to some extent, we can efficiently
trace the error information of the entire processor.

Step 2: Investigate only strong crosstalk is observed. As shown in Fig. 3.3,
crosstalk noises tend to appear in the same part of the processor. This is probably
because crosstalk is caused by the design and packaging of the processor. Therefore
we investigate only those parts that have particularly strong crosstalk errors obtained
in steps 1 on daily usage.
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Figure 3.3: Temporal variation in crosstalk noise. The solid lines represent the
independent error rate of two qubits gate, and the dashed lines denote the condi-
tioned error rate when two CNOT gates on different processor positions are executed
concurrently. Conditioned error rates are 2x to 5x higher than the independent cases
and tend to keep the ratio from its baseline for most periods.
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3.2 Measurement Waiting Duration
3.2.1 Experimental setup
To evaluate the impact of measurement waiting duration, we conducted a preliminary
experiment as shown in Fig. 3.4. We compare the output reliability between two
circuits of several initial states, the one inserts waiting duration to the quantum
circuit before gate operation and the other one after gate operation that may cause
more decoherence effect. Here we use the Qiskit new command, Delay operation[53]
to insert waiting duration to the quantum circuit.

|0⟩ Delay insertion (dt) U

(a) Delay duration before operation (Keep |0⟩ state as late as possible.)

|0⟩ U Delay insertion (dt)
(b) Delay duration after operation U (Operate gate state as soon as possible).

Figure 3.4: Circuits for delay insertion experiments. To evaluate how impact
the measurement waiting duration, the author compares two circuits. Upper one is
inserted the delay duration before gate operation U . Another one inserts delay after
operation that expected to cause higher decoherence error. In this experiments we
use the Id gate, X gate and H gate in U part to initialize the qubit state.

3.2.2 Impact of measurement waiting duration
As shown in Fig. 3.5, the output reliability vary The vertical axis denotes the Jensen-
Shannon divergence between ideal probability distribution calculated by Qiskit Aer
simulator and experimental result from IBM Q Toronto. That represents how close
the experimental results to ideal. When JSD is 0, the two distribution are same.
The horizontal axis represents delayed duration time inserted each experiments. dt
is the units of duration time which is defined as 2

9
ns. The left column represents the

result of |0⟩ state case. The middle column are initialized as |1⟩ state by X gate and
the right ones are prepared as |+⟩ state by H gate. To make the execution time the
same, we use Id gate in |0⟩ state case. The maximum delay duration here 10× 106 dt
is approximately double the time of T2 qubit life time of IBM Q Toronto. We execute
5 times of 8192 trial and all error bar represents 3σ bounds. The |0⟩ case shows that

17



keeping ground state as late as possible (ALAP) may mitigate the decoherence effect
of the qubit state.
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(a) |0⟩ state, from 0 to 10× 104 dt (b) |1⟩ state from 0 to 10× 104 dt (c) |+⟩ state from 0 to 10× 104 dt

(d) |0⟩ state from 0 to 10× 105 dt (e) |1⟩ state from 0 to 10× 105 dt (f) |+⟩ state from 0 to 10× 105 dt

(g) |0⟩ state from 0 to 10× 106 dt (h) |1⟩ state from 0 to 10× 106 dt (i) |+⟩ state from 0 to 10× 106 dt

Figure 3.5: The impact of measurement waiting duration on three initial state.
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Chapter 4

Proposed Algorithms

4.1 Qubit allocation policy
The software developed in this study takes multiple programmed quantum circuits
as input and combines them into a single compiled quantum circuit as output. In the
compilation phase, the initialization of physical qubits is an important issue of NISQ
computing, like a reduction of SWAP gates. In particular, when multiple indepen-
dently programmed quantum circuits are executed on a processor simultaneously,
qubit assignment that takes crosstalk noise into account can minimize interference
with independent circuits and improve the reliability of the entire quantum compu-
tation.

4.1.1 High cost circuit first allocation
Our multi-programming layout method is implemented as an extension of Noise-
adaptive layout [31], [54] used in the current Qiskit transpiler.

At first, the muli-compiler analyzes the error information of quantum chip based
on CNOT and measurement error rates as a weighted graph G(V,E), here V : vertex
is the number of qubits, E: edge is the number of qubits connection and the weight is
the reliability of qubits or edges, same as Noise-adaptive layout method [54]. Then
in the mapping phase, it compares the cost of the individual quantum circuit in
a simultaneous execution set, that represents reliability calculated as a number of
qubits times CNOT depth. And then search for better allocation like the most costly
program to the most reliable physical qubits based on greedy heuristics.
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Figure 4.1: Compilation procedure of multi-programming circuit Here we
show our proposal compilation procedure for parallel execution of multiple quantum
circuits. As the input, the compiler takes a list of quantum circuits to be executed
on same round. To prioritize physical qubits allocation of independent programs in
parallel execution, we defined the cost C the product of the number of qubits and
the number of CNOT gates. The circuits are allocated to physical qubits from the
higher cost first. In the allocation phase, the most reliable qubits are searched and
allocated based on error information (gate error, measurement error, crosstalk) of
the processor using the greedy method.

4.1.2 Crosstalk aware qubit allocation
For the crosstalk mitigation, we extend our multi-compiler by using crosstalk noise
data taken from the processor, in addition to gate and measurement error rates that
are originally used. Every time program instruction allocated to physical qubits, the
compiler re-analyze the noise graph of processor based on the crosstalk error on that
physical qubits that is introduced in Sec. 3.1.
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4.2 Scheduling multi-programming instruction pol-
icy

As shown in Sec. 3.2, keeping qubit in the ground state can mitigate decoherence
error. Current IBM Q System except for Hummingbird r2, measurement operation
is performed on all hardware qubits at once as a trigger. In the multi-programming
case, during waiting for longer circuit’s gate operations and measurement, the shorter
program may decohere unnecessarily Fig. 4.2a. To mitigate this error, we propose a
scheduling method, multi-ALAP scheduling method as an extension of Qiskit sched-
uler, ALAP pass [55] similar to the delayed instruction method proposed in [4].
However, the current processor’s qubit lifetime is much better than when previous
work conducted. We verify how this type of scheduling method works on the current
IBM Q System in Sec 5.3.

Multi-ALAP method schedules each gate in the circuit as late as possible to keep
each qubit in the ground state Fig. 4.2b.

(a) As soon as possible schedule. (b) As late as possible schedule

Figure 4.2: Scheduling for decoherence mitigation in the multi-
programming case.
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Chapter 5

Experiments and Evaluation

We conducted two series of evaluations for our proposals (Crosstalk adaptive layout,
Multi-ALAP scheduling). In the entire experiment, we care about the output relia-
bility as JSD of output distributions. As a baseline, we compare those to the Qiskit
transpile method.

5.1 Setup
We use small size benchmark circuits from previous work [56] as shown in Table 5.1.

We used IBM Quantum Experience API [2], IBM Q Toronto and Qiskit version
0.23.1, Qiskit ignis version 0.5.1, Qiskit terra version0.16.1 Intel Core i5 processor
(1.6GHz, 4GB RAM), Python version 3.8.1 to evaluate proposed method and com-
pared to the qiskit transpiler with Dense layout, Noise-Adaptive layout [31], SABRE
layout [57].

To quantify the performance of proposed method, we used Jsensen-Shannon Di-
vergence (JSD). JSD is the metric for comparing the distance of two probability
distributions. When distributions are same, JSD is 0. The definition of JSD con-
tains Kullback-Liebler Divergence. KLD is defined as following:

D(p||q) =
∑
i

p(i) ln
p(i)

q(i)
(5.1)

and JSD is defined as following:

m(i) =
1

2
(p(i) + q(i)) (5.2)
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Benchmark Description Qubits Gates CX
deutsch Deutsch algorithm with 2 qubits for f(x) = x 2 5 1
grover Grover’s algorithm 2 16 2
linearsolver Solver for a linear equation of one qubit 3 19 4
toffoli Toffoli gate 3 18 6
fredkin Fredkin gate 3 19 8
adder Quantum ripple-carry adder 4 23 10
error_correctiond3 Error correction with distance 3 and 5 qubits 5 114 49

Table 5.1: Small Benchmark Circuits. We picked several small size quantum
circuit to benchmark our proposal from benchmark circuits set called QASMBench
[56].

JSD(p, q) = [
1

2
D(p||m) +

1

2
D(q||m)]

1
2 (5.3)

where p and q represent each probability distributions and i corresponds to a
possible item of them.

5.2 Crosstalk adaptive layout
In the first series, we evaluate the performance of our new qubit allocation policy
that is called Crosstalk adaptive layout, the enhanced version of the Noise adaptive
layout method in Qiskit [31]. We compared our proposed layout method to the Qiskit
transpiler [58]. We used several combinations of quantum circuits from QASMBench
[56] shown in Table 5.2 and Table 5.3. At first, the compiler converts a set of circuits
to one composed circuit and allocates it to the hardware qubits by applying each
layout method. And then execute it as a multi-programming on IBM Q System. To
quantify the noise effect to the reliability of parallel execution, we also run circuits set
independently that allocated the same hardware qubits as the multi-programming
case and compare those output quality by using Jensen-Shannon Divergence (JSD)
introduced in Sec. 5.1.

5.2.1 Results
To evaluate the output reliability of the layout method, we use Jensen-Shannon
divergence (JSD) between output distributions. From the definition, the lower JSD
value represents better results in this case. Fig. 5.1 shows the results of the parallel
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execution of 3 circuits case, and Fig. 5.2 4 circuits case. Here, we compare our
crosstalk adaptive approach to Qiskit layout passes, dense layout, noise-adaptive
layout, and SABRE layout.

Our proposal outperforms the baselines for some of the benchmark circuit com-
binations 3, 4 and 5 cases shown in Table 5.2, Table 5.3 and Table 5.4. Particularly
our method works well in the case of the quantum circuits with 4 to 10 CNOT gates,
allocated later which means the program assigned less reliable qubits in the proces-
sor. On the contrary, in the shorter operation circuits case with few CNOT gates
that includes deutsch, grover, linear solver , IBM Q Toronto can treat each task with
high reliability regardless of the choice of the layout method. And also, in the case
of the longer operation circuit case with tens of CNOT gates, error_correctiond3,
it seems to be difficult to process high fidelity in current processors. This shows our
techniques avoid the unwanted decaying caused by parallel processing and improve
the utilization of the processor efficiently.
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(d) (e) (f)

(g) (h) (i)

Figure 5.1: Comparison of JSD of the parallel execution consisting 3 circuits case. We com-
pared our proposal layout method Crosstalk-adaptive (Blue) to Qiskit compilation methods include Dense
layout(Green), Noise-adaptive layout(Red), SABRE layout(Yellow). Each sub-figures are the benchmark
case that corresponds to Table 5.2. For example, 5.1a is one multi-programming circuit consisting fredkin,
toffoli and grover circuit shown in the first row in Table 5.2. JSD shows how close the result from IBM
Q Toronto to the ideal probability distribution calculated by Qiskit Aer simulator. From the definition,
when JSD is 0, two distributions are the same.
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Figure 5.2: Comparison of JSD of the parallel execution consisting 4 circuits case. We com-
pared our proposal layout method Crosstalk-adaptive (Blue) to Qiskit compilation methods include Dense
layout(Green), Noise-adaptive layout(Red), SABRE layout(Yellow). Each sub-figures are the benchmark
case that corresponds to Table 5.3. For example, 5.2d is one multi-programming circuit consisting two
adder, fredin and toffoli circuits shown in the first row in Table 5.3. JSD shows how close the result
from IBM Q Toronto to the ideal probability distribution calculated by Qiskit Aer simulator. From the
definition, when JSD is 0, two distributions are the same.
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Figure 5.3: Comparison of JSD of the parallel execution consisting 5 circuits case. We com-
pared our proposal layout method Crosstalk-adaptive (Blue) to Qiskit compilation methods include Dense
layout(Green), Noise-adaptive layout(Red), SABRE layout(Yellow). Each sub-figures are the benchmark
case that corresponds to Table 5.4. For example, 5.3d is one multi-programming circuit consisting two
adder, fredkin and two toffoli circuits shown in the fourth row in Table 5.4. JSD shows how close the
result from IBM Q Toronto to the ideal probability distribution calculated by Qiskit Aer simulator. From
the definition, when JSD is 0, two distributions are the same.
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5.3 Modifying Measurement Waiting Duration
In the second series, we evaluate the performance of Multi-ALAP scheduling method
introduced in Sec. 4.2. To evaluate the proposed method, we compare it to the
output of non-optimized scheduling cases. Fig. 5.4, Fig. 5.5, and Fig. 5.6 show the
impact of optimized scheduling of each number of circuit set of multi-programming
cases correspond to Table 5.2, Table 5.3, and Table 5.4.

5.3.1 Evaluation with benchmark circuits
In the horizontal axis, each bar represents JSD that shows how close the result
from IBM Q System to the ideal probability distribution calculated by a noise-free
simulation with Qiskit Aer simulator. From the definition of JSD, 0 is the ideal case.
The red dashed line denotes the JSD between ideal results and uniform distribution
that corresponds to a noisy random output case. Similar to the previous study [4]
used IBM Q 16 Melbourne, we found our proposed method outputs almost the same
results as the non-optimized case on the current leading processor IBM Q Sydney 27-
qubit system. We assume the qubit coherent time is much longer than the tolerable
circuit depth on the current IBM Q System.
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Figure 5.4: JSD of Multi-ALAP scheduling: 3 circuits multi-programming case. We compared
our proposal scheduling Multi ALAP scheduling (Blue) to non-optimized (Red). Each sub-figures are
the benchmark case that corresponds to Table 5.2. For example, 5.4b is one multi-programming circuit
consisting linearsolver, grover and deutsch circuit shown in the second row in Table 5.2. JSD shows
how close the result from IBM Q Toronto to the ideal probability distribution calculated by Qiskit Aer
simulator. From the definition, when JSD is 0, two distributions are the same.
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Figure 5.5: JSD of Multi-ALAP scheduling: 4 circuits multi-programming case. We compared
our proposal scheduling Multi ALAP scheduling (Blue) to non-optimized (Red). Each sub-figures are
the benchmark case that corresponds to Table 5.3. For example, 5.5b is one multi-programming circuit
consisting toffoli, linearsolver, grover and deutsch circuits shown in the second row in Table 5.3. JSD
shows how close the result from IBM Q Toronto to the ideal probability distribution calculated by Qiskit
Aer simulator. From the definition, when JSD is 0, two distributions are the same.
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Figure 5.6: JSD of Multi-ALAP scheduling: 5 circuits multi-programming case. We compared
our proposal scheduling Multi ALAP scheduling (Blue) to non-optimized (Red). Each sub-figures are
the benchmark case that corresponds to Table 5.3. For example, 5.6d is one multi-programming circuit
consisting two adder, fredkin, and two toffoli circuits shown in the fourth row in Table 5.3. JSD shows
how close the result from IBM Q Toronto to the ideal probability distribution calculated by Qiskit Aer
simulator. From the definition, when JSD is 0, two distributions are the same.
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Label Name Qubits Gates CX
(a) grov grov grov 2 2 2 16 16 16 2 2 2
(b) line grov deut 3 2 2 19 16 5 4 2 1
(c) line line line 3 3 3 19 19 19 4 4 4
(d) fred toff grov 3 3 2 19 18 16 8 6 2
(e) adde fred toff 4 3 3 23 19 18 10 8 6
(f) toff toff toff 3 3 3 18 18 18 6 6 6
(g) fred fred fred 3 3 3 19 19 19 8 8 8
(h) erro fred toff 5 3 3 114 19 18 49 8 6
(i) erro erro erro 5 5 5 114 114 114 49 49 49

Table 5.2: 3 benchmark circuits multi-programming case.

Label Name Qubits Gates CX
(a) grov grov grov grov 2 2 2 2 16 16 16 16 2 2 2 2
(b) toff line grov deut 3 3 2 2 18 19 16 5 6 4 2 1
(c) fred toff grov grov 3 3 2 2 19 18 16 16 8 6 2 2
(d) line line line line 3 3 3 3 19 19 19 19 4 4 4 4
(e) fred toff line line 3 3 3 3 19 18 19 19 8 6 4 4
(f) toff toff toff toff 3 3 3 3 18 18 18 18 6 6 6 6
(g) fred fred fred fred 3 3 3 3 19 19 19 19 8 8 8 8
(h) erro fred toff toff 5 3 3 3 114 19 18 18 49 8 6 6

Table 5.3: 4 benchmark circuits multi-programming case.

Label Name Qubits Gates CX
(a) line line line line line 3 3 3 3 3 19 19 19 19 19 4 4 4 4 4
(b) toff toff toff toff toff 3 3 3 3 3 18 18 18 18 18 6 6 6 6 6
(c) fred fred fred fred fred 3 3 3 3 3 19 19 19 19 19 8 8 8 8 8
(d) adde adde fred toff toff 4 4 3 3 3 23 23 19 18 18 10 10 8 6 6
(e) erro erro fred toff toff 5 5 3 3 3 114 144 19 18 18 49 49 8 6 6
(f) erro erro erro erro fred 5 5 5 5 3 114 114 114 114 114 49 49 49 49 49

Table 5.4: 5 benchmark circuits multi-programming case.
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Chapter 6

Conclusion and Remarks

Crosstalk-adaptive layout method cares about crosstalk characterization of the pro-
cessor in the qubit allocation phase of the compilation process. To mitigate unneces-
sary decoherence, we proposed Multi-ALAP scheduling method that moves shorter
circuits in multi-programming to a later schedule. Our evaluations show that two
noise factors, crosstalk in current processor and difference of operational duration
between independent QC in multi-programming, do not have a serious impact on
the output reliability of parallel execution. In the case of the layout method, our
proposal outputs a qubit allocation pattern that is similar to the Noise-adaptive
layout method. We consider since the crosstalk errors in the current processor are
sufficiently suppressed, our proposal could not make a different result. Future work is
required in order to verify these results comes from the improvement of the processor
itself, which conduct further experiments on old model processors to compare the re-
sults. For the scheduling method, we consider the qubit coherent time of the current
processor is enough for the executable quantum circuits that only contain around
10 CNOT gates due to the gate error rates. Except for error_correctiond3, the
operational duration of our benchmarks finished about 40 % of average T1 time co-
herent time of IBM Q Toronto. We expect our scheduling method performs well on
the processor that can accept the longer depth of quantum circuit with smaller gate
error rates or when the difference of operational durations of independent circuits in
multi-programming is bigger.
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