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Abstract

When built, quantum repeater networks will require classical network protocols to control the quantum operations. However, existing work on repeaters has focused on the quantum operations themselves, with less attention paid to the contents, semantics, ordering and reliability of the classical control messages. In this work we define and describe our implementation of the classical control protocols. The state machines and packet sequences for the three protocol layers are presented, and operation confirmed by running the protocols over simulations of the physical network. We also show that proper management of the resources in a bottleneck link allows the aggregate throughput of two end-to-end flows to substantially exceed that of a single flow. Our layered architectural framework will support independent evolution of the separate protocol layers.

Networks of quantum repeaters utilize three concepts to execute a distributed algorithm that creates entangled quantum states between nodes that are far apart: a basic entanglement mechanism which depends on the physical implementation, error management (in this work, we study a method known as purification), and finally a quantum state propagation layer (here we implement entanglement swapping, which builds multi-hop connections from single-hop connections). Some researchers are investigating approaches that are substantially different from entanglement swapping [30, 24, 19]. Here we focus on swapping, but the layered architecture approach is broadly applicable, allowing other implementations to replace only a single layer in the protocol stack.

Previous work primarily focused on the physical and mathematical tools for building repeaters. Classical information is also needed to enable teleportation and swapping, as many quantum operations are not deterministic, and results of quantum measurements need to be reported to distant partners before further operations can proceed. Also, operations in the middle of the network must be coordinated to route and swap properly. This requires classical messages to make operations robust, but message propagation times penalize performance. Even though this delay is usually included in repeater simulations, prior work has not defined the protocols in detail, especially with respect to how all of the nodes make consistent decisions in a timely fashion.

In this work, we introduce a protocol stack for networks of quantum repeaters that considers all the necessary classical messages and which can be easily adapted for different approaches at all three protocol layers. We run simulations of competing flows on a dumbbell topology in order to increase our confidence in the behavior of our network protocols. By adjusting the fidelity thresholds required for entanglement swapping, we show that some configurations boost the aggregate throughput for multiple flows significantly above the maximum for a single flow, taking advantage of resources that would otherwise sit idle. The operation of such complex networks and such delicate tuning of the system without formal protocol definitions would not be possible.

Previous work has also concentrated almost exclusively on the dedicated use of a single line or chain of repeaters, delivering Bell pairs only to the two nodes at the ends of the chain. Networks, however, typically have more than two end points, and allow any pair of these end nodes to communicate. More topologically complex networks, with numerous end nodes, are obviously much more scalable than connecting every possible pair of nodes using a dedicated line of repeaters.

We investigate how classical multiplexing schemes translate to the domain of quantum repeaters, in order to manage shared resources and active communication flows of data from different stations. We simulate four sharing protocols in a complex network with competing traffic. Circuit switching gives any individual flow the best performance, but makes poor use of the overall network and is inflexible. We use circuit switching as our baseline case to compare time division multiplexing, buffer space multiplexing, and statistical multiplexing, and show that all multiplexing schemes are better than circuit switching. For the particular network simulated, we find that statistical multiplexing outperforms time division multiplexing by 28% and buffer space multiplexing by 13%. We find that all three multiplexing schemes are fair; each flow is penalized a similar percentage of its throughput as the total number of users in the network increases. Finally, statistical multiplexing requires
no network-wide coordination of the use of quantum memory or channels, and is easier to implement than a robust, scalable scheme for the other protocols. Our current results suggest that the best strategy for quantum repeater networks is statistical multiplexing. (This is in fact the quantum analogue of the basis on which the Internet works.) However, our current simulations are done with no degradation of memory over time, using the assumption of quantum error-corrected memory at each repeater; inclusion of decoherence and a finite qubit lifetime remains as future work.
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Chapter 1

Introduction

1.1 Motivation

Classical computers have been evolving for several years, and according to Moore’s law, every 24 months computers reduce their size by a half, becoming faster and smaller. If this tendency were kept, in 10 years transistors will reach a level of few atoms, therefore quantum effects must be considered. Recent works says that now the rate has changed to 36 months [18]. One emerging technology is quantum computers which take advantage of the quantum effects and use them for computation and to solve some problems may be faster than their classical counterparts. Theorists have been developing some possible applications for quantum computers, while experimentalists are trying to produce very basic quantum operations with few qubits [473x453]. Some of the applications for quantum computers require distributed computation along quantum networks [20, 17, 2, 5, 13], or monolithic making use of a single quantum computer. These applications can be numerical (as classical computers manipulate digital data) or they can be physical (manipulation of quantum states that represent some physical property).

At the moment of writing this thesis, the only existing commercial application is QKD (Quantum Key Distribution) [20, 17] which is a very well known algorithm to distribute encryption keys in a secure manner. Built devices are limited by the distance between endpoints (up to 100km). For further distances it is necessary to repeat the signal somehow, in order to extend the range of the application. One proposal for this is a network of quantum repeaters.

Richard P. Feynman suggested in 1982 that classical computers cannot simulate quantum systems in an efficient manner, and simulating large ones is very difficult to implement in a short time. Example of these quantum systems could be from different areas like physics, chemistry and biology (for big molecules). This would probably help scientists to improve the performance of their simulations and also extend them to bigger systems, currently impossible to simulate. Previous works have proposed numerical simulations [4] and direct physical simulations [6] to be run on quantum computers.

Quantum computers got a lot of interest from the scientific community after Shor’s algorithm [35], as a proposal to factorize numbers with a much higher performance than classical computers. Factorizing big numbers is a hard task for classical computers and today’s asymmetric encryption is based on this principle. Searching in a list of N elements with classical computers without any knowledge that can help reduce the searching time, will take and average of $\frac{N}{2}$ searches. Quantum search algorithms, based on Grover’s algorithm [22], offers a quadratic speedup for searching heuristics.

Some applications will help improve performance of physical experiments and applications. In infrared and optical interferometer arrays, photons need to be brought together for the interference measurement. Longer-baseline telescopes using Quantum repeaters [21] will allow to transport the photons reducing losses and phase changes, improving the resolution while increasing the sensitivity. Another example is LIGO: The Laser Interferometer Gravitational-Wave Observatory [1], where sensitivity is also expected to be improved. A distributed quantum algorithm has also been proposed that will synchronize clocks to better-than-atomic-clock precision over a distance [25, 10].

Keeping many qubits together in the same computer without being affected by noise may be a challenge even in the future, therefore the use of distributed computation will allow tasks that require many qubits that could not be allocated in the same computer, to be executed. One Example of such solution is Recursive quantum
repeater networks [39].

1.2 Contributions

Our work is focused on quantum networks architecture and is placed between theorist and experimentalist researchers’ work. We provide a protocol architecture for networks of quantum repeaters. A layered architecture that will allow the implementation of quantum network protocols and interconnectivity between different physical technologies. We defined each protocol’s functions, finite state machines, interaction between layers and messages used between nodes. The architecture was designed so that future implementations of the current protocols or even the addition of new protocols could be supported. These protocols transport all the classical information that is needed to control and operate quantum networks. They proved to be scalable and provide the structure for future work. As it will be shown in next sections, quantum network protocols must be fast as quantum states deteriorate with time. So, nodes should make the same decisions like others, but without exchanging unnecessary packets, as the delay introduced by the arrival of these messages will affect the network performance. This is a very hard task that all the protocols must consider.

In this thesis we developed a simulator for quantum networks where we tested our set of protocols. We simulated two networks. In the first one, a dumbbell network, we studied how tuning uncontested links differently from contested ones resulted in a net gain in performance (total traffic was doubled). We also tested a more complex topology where many flows were competing for the networks resources in different parts of the network. We applied three multiplexing schemes, to manage the resources, which were compared with the traffic that each flow was able to obtain without any other competing flows. The behavior of the multiplexing schemes and our protocols proved to be fair to all the flows, having values of fairness between 0.97 and 0.99, being 1 is an equal distribution of resources.

We simulated a thirteen-node network with up to five flows sharing different parts of the network, measuring the total throughput and fairness for each case. Our results suggest that the Internet-like approach of statistical multiplexing use of a contested link gives the highest aggregate throughput. Time division multiplexing and buffer space multiplexing were slightly less effective, but all three schemes allow the sum of multiple flows to substantially exceed that of any one flow, improving over circuit switching by taking advantage of resources that are forced to remain idle in circuit switching. All three schemes proved to have excellent fairness. The high performance, fairness and simplicity of implementation support a recommendation of statistical multiplexing for shared quantum repeater networks.

In the future, such code can be used to write the software that will control quantum repeaters.

1.3 Structure of thesis

Chapter 2 provides a background on quantum information science, followed by chapter 3 with a background on quantum repeaters. Chapter 4 introduces quantum networks and provides the problem statement for this thesis. Chapter 5 is the protocol design and the main work. Chapter 6 describes the simulator written in Omnet++, where all the simulations for this work were done. Chapter 7 is the evaluation, where we run many simulations and chapter 8 are the conclusions of this work.
Chapter 2

Background on Quantum Information Science

2.1 What is a quantum state?

In quantum mechanics, quantum states completely define a quantum system. Erwin Schrödinger proposed an equation to describe quantum systems. Here we show the Hamiltonian version of such equation which uses state vectors:

\[ H|\psi(t)\rangle = i\hbar \frac{\partial}{\partial t} |\psi(t)\rangle \]

if \( H \) is independent of time:

\[ |\psi(t)\rangle = e^{-i\frac{H}{\hbar}} |\psi(0)\rangle \]

and

\[ U = e^{-i\frac{Ht}{\hbar}} \]

| \rangle (called Ket) is the Dirac notation to represent vectors. \( H \) is the Hamiltonian of the system, and is an \( N \times N \) matrix if the system has \( N \) basis states (note that this is different from the Hadamard gate, also written \( H \), introduced below), \(|\psi(t)\rangle\) is the quantum state at a time \( t \), and \( \hbar \) is the reduced Planck constant. The Hamiltonian operator represents the environmental influences that affect the state of the quantum system, such as local magnetic fields. The unitary operator \( U \), usually evaluated for a specific amount of time, is an easier-to-use form, allowing us to write \(|\psi'\rangle = U|\psi\rangle\) to represent many simple changes to the system. The solutions of this equation may have imaginary coefficients, which is a main difference between classical and quantum systems.

2.2 Quantum properties

2.2.1 Superposition

Quantum systems described by a quantum state \(|\psi\rangle\) can be in a superposition of different quantum states:

\[ |\psi\rangle = \sum_{i=1}^{n} \alpha_i |\psi_i\rangle \]

where \(|\psi_i\rangle\) are the quantum states and \( \alpha_i \) are the amplitudes of each state, being \( |\alpha_i|^2 \) the probability of measuring the \(|\psi_i\rangle\) state.

As it will be explained later in this chapter, quantum states can be described as a superposition of some chosen basis. If each quantum in the system can take \( k \) possible states, then \( n \) of these quanta have \( k^n \) basis
states, and the system may be in a superposition of any or all of them. Proper manipulation of such superposition can lead to quantum computing. Superposition is kept until the particles are measured.

### 2.2.2 Interference

Quantum states can interfere being possible to obtain a constructive interference where the amplitudes sum, or destructive interference where the amplitudes cancel. The strength of quantum computing comes from the interference of quantum states, which is done by interfering the phases and amplitudes of the different quantum states until the desired computing is obtained.

### 2.2.3 Entanglement

Entanglement happens when two different particles interact in such a way that, each particle is described by a single state that cannot be decomposed into states on the individual systems. This means, that their measurement outcomes can be random but correlated (in classical systems, correlation may also occur but in quantum mechanics is much stronger). This correlation is called entanglement. Entanglement is not restricted to a pair of qubits but to any number of them. However, in this thesis focusing on quantum networks, entanglement is produced only between a pair of qubits.

### 2.2.4 Measurement

As we mentioned before, quantum states can be in a superposition of states. This situation remains until we measure in some basis (any chosen set of vectors that fully describes the Hilbert space of the quantum system), destroying the superposition and projecting the quantum state into one of these basis’ vectors. Therefore, when we do the measurement we will always measure one of the basis only and any other information kept before is lost.

### 2.3 How to describe quantum states?

#### 2.3.1 Pure states and Mixed states

Pure states are states which cannot be described as a mixture of other quantum states. On the other hand, mixed states are a statistical mixture of pure states. While pure states are clean, mixed states are noisy and are in some pure state but we don’t know which one.

#### 2.3.2 State Vector

State vectors are used to describe any isolated physical system composed only of pure states. Any arbitrary state vector of a two-state system can be described as:

\[ |\psi\rangle = \alpha |0\rangle + \beta |1\rangle = \alpha \begin{pmatrix} 1 \\ 0 \end{pmatrix} + \beta \begin{pmatrix} 0 \\ 1 \end{pmatrix} \]

where

\[ |\alpha|^2 + |\beta|^2 = 1 \]

\( \alpha \) and \( \beta \) are complex numbers, being \( |\alpha|^2 \) the probability of measuring \( |0\rangle \), and \( |\beta|^2 \) the probability of measuring \( |1\rangle \). \( |0\rangle \) and \( |1\rangle \) are the basis state vectors. They are usually treated as mathematical abstractions, but in the real world they correspond to the basis states of a two-state system, such as the up and down spin of an electron (or any other spin 1/2 phenomenon), or the horizontal and vertical polarization of a photon.
2.3.3 Density Matrix Representation

In case we don’t want to limit our representation to pure states, and the system we want to describe includes mixed states, we need to use a matrix representation known as Density Matrix Representation. This notation is used for both pure states and mixed states. State vectors can also be represented by a density matrix which is an Hermitian, positive operator. This representation is easier to compute expectation values of physical properties of our system. The elements on the diagonal of this matrix must be real and non-negative. The trace of the density matrix must always be 1. By definition, the density matrix \( \rho \) is defined as:

\[
\rho = \sum_i p_i \ket{\psi_i}\bra{\psi_i}
\]

where \( p_i \) are the probabilities of the system being in the quantum state \( \ket{\psi_i} \)

For pure states, the trace of the square of the density matrix equals 1:

\[
Tr(\rho^2) = 1
\]

For mixed states the trace is less than 1:

\[
Tr(\rho^2) < 1
\]

For example, we show how to represent the density matrix of the quantum state represented previously as a state vector:

\[
\rho = \ket{\psi}\bra{\psi} = \begin{pmatrix} \alpha^* & \beta^* \end{pmatrix} \begin{pmatrix} \alpha \\ \beta \end{pmatrix} = \begin{pmatrix} |\alpha|^2 & \alpha \beta^* \\ \alpha^* \beta & |\beta|^2 \end{pmatrix}
\]

2.4 Qubits

As classical computation and classical information science are based on bits as elementary units, quantum computation and quantum information are based on quantum bits or qubits. Classical bits are known to be on only one of these two possible states “0” and “1”. Qubits, on the other hand, have two possible states which are vectors and can be represented as \( \ket{0} \) and \( \ket{1} \). But the main difference is that qubits can be in a superposition of both states until they are measured. Qubits can be represented by state vectors or by density matrices.

The state of a qubit is a vector in a two-dimsensional complex vector space. According to the state vector notation explained before, the special states \( \ket{0} \) and \( \ket{1} \) are known as computational basis states, and form an orthonormal basis for this vector space. A system of \( n \) qubits has \( 2^n \) basis states, corresponding to each of the \( n \)-bit integers 00..0 to 11..1. Classical bits are easily measured and one can determine with certainty the value of them and produce as many copies as necessary. However, qubits’ states cannot be measured. This means, we are not able to measure the values of \( \alpha \) and \( \beta \). Quantum mechanics restricts the measurement, and we can only tell that we will measure \( \ket{0} \) with a probability of \( |\alpha|^2 \) and \( \ket{1} \) with a probability of \( |\beta|^2 \).

A qubit can be in a continuum of states between \( \ket{0} \) and \( \ket{1} \) until it is observed. The non-cloning theorem shows that there is no unitary operator that can be applied to a qubit and produces a copy of it. One alternative that can be used for communications is based on the teleportation algorithm which will be explained later in Sec. 2.7. Once physically implemented, qubits can be classified as flying qubits or stationary qubits. Flying qubits refers to qubits that are no static, like photons. On the other hand, stationary qubits have no movement and their positions are fixed.

2.4.1 Physical representations

Every proposed carrier for a qubit must have two orthogonal states that can be used by convention as our \( \ket{0} \) and \( \ket{1} \) states. Here we list a few:

- **photon polarization:** The linear polarization of a photon can be vertical or horizontal; circular polarization can be left-circular (counter-clockwise) or right-circular (clockwise). We can use either pair of states as our \( \ket{0} \) and \( \ket{1} \) basis.

- **electron spin:** The spin of an electron can be up or down corresponding to aligned or anti-aligned with a reference magnetic field.
CHAPTER 2. BACKGROUND ON QUANTUM INFORMATION SCIENCE

- **nuclear spin**: The nuclear spin can be up or down corresponding to aligned or anti-aligned with a reference magnetic field.
- **energy level**: Energy levels can be in an excited state or in the ground state.
- **presence / absence**: The presence or absence of a photon or electron in a cavity.
- **position**: Left/right quantum dot, Left/right photon path.

### 2.4.2 Physical technologies

The qubit carriers above can be implemented in a variety of different technologies; here, we briefly identify a handful. Note that some of the basic technologies can be used in conjunction with more than one physical carrier.

- **quantum dot**: Potential well, traps electron spin, energy level, presence, position.
- **optical lab bench**: Using beam splitters, mirrors, parametric down conversion (PDC) devices.
- **nanophotonics**: Waveguides and beam splitters are fabricated in semiconductors using VLSI-like techniques.
- **ion trap**: Energy level.
- **cavity QED**: Quantum dots, individual atoms.

### 2.5 Manipulating quantum states

In order to do quantum computing we need to be able to manipulate the quantum states. In analogy to classical computing, calculation can be done via quantum gates, which are represented using unitary operators, as described above in the discussion of the Schrodinger equation. A gate that acts on $n$ qubits is represented by a $2^n \times 2^n$ unitary. The state of a single qubit can be represented as a point on a unit sphere (known as the Bloch sphere), with $|0\rangle$ being the Z axis, $(|0\rangle + |1\rangle)/\sqrt{2}$ being the X axis, and $(|0\rangle + i|1\rangle)/\sqrt{2}$ being the Y axis. Single-qubit gates can be thought of as rotations about an axis on this sphere. Conventionally, we restrict ourselves to rotations about X, Y, or Z. Although rotation through any arbitrary angle $\theta$ is possible, in this thesis we will only need to concern ourselves with a specific set of gates. Following, we show single-qubit rotations gates:

For example, the quantum NOT, also known as Pauli-X, has a behaviour like:

$$\alpha|0\rangle + \beta|1\rangle \Rightarrow \alpha|1\rangle + \beta|0\rangle$$

the matrix representation for this quantum gate is:

$$X = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$$

and the result of applying this gate to a general quantum state is written like:

$$X \begin{bmatrix} \alpha \\ \beta \end{bmatrix} = \begin{bmatrix} \beta \\ \alpha \end{bmatrix}$$

and can also be written as:

$$X|\psi\rangle \Rightarrow |\psi'\rangle$$
its graphical representation is shown in Fig. 2.1(a)

(a) Pauli-X  (b) Pauli-Y  (c) Pauli-Z  (d) S-Gate  (e) Hadamard

Figure 2.1: 1-Qubit quantum gates

Other quantum gates are:
Pauli-Y, which is shown in Fig. 2.1(b), is described as follows:

\[
Y \equiv \begin{bmatrix}
0 & -i \\
i & 0
\end{bmatrix}
\]

Pauli-Z, which is shown in Fig. 2.1(c), is described as follows:

\[
Z \equiv \begin{bmatrix}
1 & 0 \\
0 & -1
\end{bmatrix}
\]

Phase, which is shown in Fig. 2.1(d), is described as follows:

\[
S \equiv \begin{bmatrix}
1 & 0 \\
0 & i
\end{bmatrix}
\]

The Hadamard gate, which is shown in Fig. 2.1(e), is described as follows:

\[
H \equiv \frac{1}{\sqrt{2}} \begin{bmatrix}
1 & 1 \\
1 & -1
\end{bmatrix}
\]

If we analyze the last one, it can be seen that if we have the states \( |0\rangle \) or \( |1\rangle \) and the Hadamard gate is applied to them, we obtain the following results:

\[
H|0\rangle = H \begin{bmatrix}
1 \\
0
\end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix}
1 \\
1
\end{bmatrix} \begin{bmatrix}
1 \\
0
\end{bmatrix} = \frac{|0\rangle + |1\rangle}{\sqrt{2}}
\]

\[
H|1\rangle = H \begin{bmatrix}
0 \\
1
\end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix}
1 \\
1
\end{bmatrix} \begin{bmatrix}
0 \\
1
\end{bmatrix} = \frac{|0\rangle - |1\rangle}{\sqrt{2}}
\]

It is clear that for both cases we obtain a superposition of states. As it will be explained in Sec. 2.7, if we start with two qubits initialized in \( |0\rangle \), and the first one is applied the Hadamard gate, we use this output to control a C-NOT gate which is applied to the second qubit. The result of these operations is the Bell pair \( |\Phi^+\rangle = \frac{|00\rangle + |11\rangle}{\sqrt{2}} \).

Single-qubit gates are needed but they are not enough universal quantum computation. Now we show some examples of two-qubit gates.

**Controlled-NOT (C-NOT):** This gate applies the NOT gate (Pauli-X) to one qubit if the other one is in \( |1\rangle \). Otherwise, the first qubit remains untouched. Fig. 2.2

The mathematical representation of such a gate is:

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{bmatrix}
\]
Finally, we show controlled-Z in Fig. 2.3

\[ Z = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix} \]

Figure 2.3: Controlled-Z Gate.

The mathematical representation is:

\[
\begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{bmatrix}
\]

2.6 Entanglement

If a quantum system is described as:

\[ |\psi\rangle_{AB} = \sum_{i,j} c_{ij} |i\rangle_A \otimes |j\rangle_B \]

where \(|i\rangle_A\) is a basis that describes system A, \(|j\rangle_B\) is a basis that describes system B and \(\otimes\) is the tensor product. The system is said to be entangled if:

\[ c_{ij} \neq c_i^A c_j^B \]

In such a case, we cannot describe each system A and B separately like this:

\[ |\psi\rangle_A = \sum_i c_i^A |i\rangle_A \]

and

\[ |\psi\rangle_B = \sum_j c_j^B |i\rangle_B \]

meaning that both systems are correlated, and they are not independent from each other.

2.6.1 Fidelity

Is a measure of distance between quantum states. It can be seen as how far a quantum state \(\rho_2\) is from a target state \(\rho_1\):

\[ F = \sqrt{\rho_2^{1/2} \rho_1 \rho_2^{1/2}} \]

In this thesis, the fidelity is calculated in an ensemble of mixed states. If we define as the fidelity \(F\) of the state \(|\psi_1\rangle\) which is mixed with the state \(|\psi_2\rangle\). The state can be defined as:
As it can be seen, the probability of measuring the state $|\psi_1\rangle$ is $F$. If $F$ is close to 1, then we have a high-fidelity quantum state.

### 2.6.2 Bell Pairs

When two qubits are maximally entangled (high fidelity) they are called Bell pairs. Therefore, Bell pairs are two correlated qubits which quantum states cannot be independent from each other. They are fundamental resources for the teleportation of quantum states, which is needed to build quantum repeaters. The possible states of these pairs are called Bell states.

### 2.6.3 Bell States

For two entangled qubits, four vectors can fully describe the quantum system. In this thesis, we use a set of basis vectors, called Bell states, which is shown next:

$$
|\Phi^+\rangle = \frac{|00\rangle + |11\rangle}{\sqrt{2}} \\
|\Phi^-\rangle = \frac{|00\rangle - |11\rangle}{\sqrt{2}} \\
|\Psi^+\rangle = \frac{|01\rangle + |10\rangle}{\sqrt{2}} \\
|\Psi^-\rangle = \frac{|01\rangle - |10\rangle}{\sqrt{2}}
$$

### 2.7 Teleportation

As has been explained before, every time a quantum state is measured, the state collapses into one of the measuring basis states. Quantum mechanics will not allow us to determine the exact quantum state before measurement, and there are no quantum operators that can duplicate any quantum state. However, if we need to move one qubit from one place to another, there are some quantum circuits that allow an operation called teleportation, in which the quantum state of a qubit is teleported from one qubit to another [3]. But, as this operation requires to measure the original qubit, it’s state will be destroyed and we will only be able to obtain the same quantum state teleported into another qubit, usually far away. The main purpose of this, as it will be explained later, is that it is very difficult to transport a qubit without affecting its state. Therefore, instead of transporting qubits, we can teleport them with the circuit in Fig. 2.4.

![Teleportation Circuit](image)

Figure 2.4: Teleportation Circuit - The Hadamard and CNOT that make the Bell pair can be replaced with any mechanism that creates a Bell pair over a distance, such as Qubus [36].
In this figure, \( q_0 \) and \( q_1 \) are two qubits in the transmitter. \( q_2 \) is another qubit but in the receptor. The quantum state that we want to teleport is \( |q_0\rangle \). \( q_1 \) and \( q_2 \) become a Bell pair after the first Hadamard gate and CNOT gate. Here, we explain how this process works, where \( \psi \) is the general state considering the three qubits.

\[
|\psi_0\rangle = |q_0\rangle |q_1\rangle |q_2\rangle
\]

But for the initial conditions,

\[
|q_0\rangle = \alpha|0\rangle + \beta|1\rangle \\
|q_1\rangle = |0\rangle \\
|q_2\rangle = |0\rangle
\]

So

\[
|\psi_0\rangle = [\alpha|0\rangle + \beta|1\rangle]|0\rangle|0\rangle
\]

After the first Hadamard and CNOT gate we obtain:

\[
|\psi_1\rangle = \frac{1}{\sqrt{2}}[(\alpha|0\rangle + \beta|1\rangle)(|00\rangle + |11\rangle)] \Rightarrow \\
|\psi_1\rangle = \frac{1}{\sqrt{2}}[\alpha|0\rangle(|00\rangle + |11\rangle) + \beta|1\rangle(|00\rangle + |11\rangle)]
\]

After the second CNOT gate, we obtain:

\[
|\psi_2\rangle = \frac{1}{\sqrt{2}}[\alpha|0\rangle(|00\rangle + |11\rangle) + \beta|1\rangle(|10\rangle + |01\rangle)]
\]

Now \( |q_0\rangle \) goes through the second Hadamard gate:

\[
|\psi_3\rangle = \frac{1}{2}[\alpha(|0\rangle + |1\rangle)(|00\rangle + |11\rangle) + \beta(|0\rangle - |1\rangle)(|10\rangle + |01\rangle)]
\]

This last state can be written in a different way, like this:

\[
|\psi_3\rangle = \frac{1}{2}[|00\rangle(\alpha|0\rangle + \beta|1\rangle) + |01\rangle(\alpha|1\rangle + \beta|0\rangle) + |10\rangle(\alpha|0\rangle - \beta|1\rangle) + |11\rangle(\alpha|1\rangle - \beta|0\rangle)]
\]

The coefficients of each of the four terms represent the quantum states \( |q_0\rangle \) and \( |q_1\rangle \). We now define \( |q_3\rangle \) composed by the terms that are between parenthesis. Based on the possible values of \( |q_0\rangle \) \( |q_1\rangle \) (which are the ones we measure), we can make a table like this:

<table>
<thead>
<tr>
<th>00</th>
<th>01</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>[\alpha</td>
<td>0\rangle + \beta</td>
<td>1\rangle]</td>
<td>[\alpha</td>
</tr>
</tbody>
</table>

These measured qubits produce two bits of classical information which are sent to the receiver. If these bits are 00, we would have the first case which belongs to the state \( |q_0\rangle \) without applying any operation to \( |q_3\rangle \). For 01 we can see that the states are inverted, so we need to apply a CNOT gate (X-Gate) to \( |q_3\rangle \). For 10 we need to change the sign of \( |1\rangle \), so a Z-Gate applied to \( |q_3\rangle \) will do it. And finally, for 11, we need to apply both X-Gate and Z-Gate in order to restore \( |q_0\rangle \) from \( |q_3\rangle \). As we can see from this process, the quantum state is teleported to \( |q_3\rangle \), but \( |q_0\rangle \)’s state is destroyed after measurement.
To explain this in a graphical manner, we show in the next sequence of pictures what are the different operations that need to be done in order to teleport one qubit of information to a remote station.

In Fig. 2.5 we show two stations Alice and Bob. Alice holds one data qubit (colored in green) which is the piece of information that we want to teleport.

![Figure 2.5: Teleportation Circuit - Qubit we wish to teleport](image)

In Fig. 2.6 we have added one Bell pair (colored in red), which represents high-fidelity entangled qubits in Bob and Alice. This pair is the necessary resource to teleport quantum information.

![Figure 2.6: Teleportation Circuit - Bell pair available](image)

As described before, we need to make some quantum operations in Alice, which are represented by Fig. 2.7.

![Figure 2.7: Teleportation Circuit - Interaction of Bell pair and data qubit](image)

After this operation, the data qubit and Alice’s entangled qubit are measured, and as a result, classical information is obtained (here represented by A & B bits). Once this measurement is done, the quantum states stored in Alice’s qubits are destroyed. This is represented in Fig. 2.8.

The next step is to inform Bob about the results of these measurements, so we need to send a classical message with bits A & B. This is shown in Fig. 2.9.

Next, Bob makes some operations on his qubit based on these classical bits Fig. 2.10 represents this.
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Figure 2.8: Teleportation Circuit - Measurement of qubits

Figure 2.9: Teleportation Circuit - Send measurement results to Bob

Figure 2.10: Teleportation Circuit - Apply operations to Bob’s qubit
As a result, Bob qubit’s quantum state changes into the state of Alice’s original data qubit. This is shown in Fig. 2.11.

Figure 2.11: Teleportation Circuit - Bob’s qubit turns into the data qubit
Chapter 3

Background on Quantum Repeaters

3.1 Introduction

Applications that use distributed quantum properties, such as QKD (Quantum Key Distribution) [20, 17], quantum Byzantine agreement [2] and other forms of distributed computation [13, 5], have the limitation that the fidelity of quantum states and the probability of success decrease with distance, making the use of these systems over long distances almost impossible. Therefore, researchers have proposed the design of quantum repeater networks [15] which would maintain distributed quantum states across greater distances.

Communication of quantum states depends on several quantum operations and properties: key among these is entanglement, in which the states of two or more quantum bits (qubits) are not independent. This operation is done by interacting qubits, producing this high correlation among their quantum states. For communications, one useful, basic form of entanglement is a Bell pair. Bell pairs can be created over a distance using optical pulses that are coupled to a qubit (represented as e.g. the spin of a single electron held in a quantum dot) at each end of a waveguide. Due to losses in the waveguide, this operation is probabilistic. Bell pairs can be used for teleporting a qubit from one location to another. The Bell pair is consumed in the process, so we must continually refresh the supply of available pairs. To cover distances of more than one hop, a form of teleportation called entanglement swapping is used to splice two short Bell pairs into one long one.

Previous work on quantum repeaters [11, 28, 7, 8, 14] has proposed different ways to produce entanglement via single photons or via very weak laser pulses. These produce high-fidelity Bell pairs, which makes purification almost unnecessary, but with a low probability of success. Other approaches improve the probability of success at the cost of reducing the initial fidelity [36].

When built, quantum repeaters will allow the distribution of entangled quantum states across large distances, playing a vital part in many proposed quantum systems. Enabling multiple users to connect through the same network will be key to their real-world deployment. Previous work on repeater technologies has focused only on simple entanglement production, without considering the issues of resource scarcity and competition that necessarily arise in a network setting.

Quantum repeaters are designed to produce high-quality entanglement between intermediate points tens or hundreds of kilometers apart, then extend that entanglement to end points spanning much longer distances. These entangled states can then become the fundamental resources for quantum protocols such as teleportation [3], QKD (Quantum Key Distribution) [20, 17], distributed quantum computing [13, 5, 2], and possibly improved optical interferometers for telescopes [21]. The main service that a quantum repeater provides is creation of high-fidelity physical entanglement (typically, though not necessarily, Bell pairs) between distant qubits. Depending on the mechanism used to generate Bell pairs, this may require entanglement purification to improve the fidelity, or some other kind of error correction. Once these high-fidelity Bell pairs are obtained, quantum states are forwarded using teleportation, producing long-distance Bell pairs which are finally used by applications such as the above. Several different designs have been proposed for the physical entanglement mechanism, such as the qubus mechanism [36] and single photon [7]. Recent experiments have demonstrated many of the building blocks necessary for repeater networks, including distribution of entanglement between separate quantum memories [9], transfer of photonic qubit states to matter qubits [29], teleportation between matter qubits [32] and purification of quantum states [41, 33]. Thus, the key hardware elements for large-scale quantum repeater networks are falling into place [26].
3.2 Physical entanglement

3.3 Purification

The purification algorithm allows the distillation of high-fidelity entangled qubits from an ensemble. Each purification step requires two Bell pairs (in this work both pairs are chosen of the same fidelity). Secondly, each station measures one Bell pair and sends the results of these measurements to the other one. If both stations measured the same, then the remaining Bell pair’s fidelity would be boosted. The measured Bell pair is lost, clearly as a result of the measurement. This operation is non-deterministic, and the probability of success is higher for qubits with higher values of fidelity with respect to a Bell pair with lower fidelity.

Suppose we have two pairs of entangled qubits between station A and station B, defined by the density matrices \( \rho_1 \) and \( \rho_2 \), as follows:

First Pair:

\[
\rho_1 = \begin{pmatrix}
A_1 & 0 & 0 & 0 \\
0 & B_1 & 0 & 0 \\
0 & 0 & C_1 & 0 \\
0 & 0 & 0 & D_1 \\
\end{pmatrix}
\]

The off-diagonal elements describe a superposition of states, which decay quickly to zero by using this purification procedure. Therefore, we ignore them in our calculations.

Second pair:

\[
\rho_2 = \begin{pmatrix}
A_2 & 0 & 0 & 0 \\
0 & B_2 & 0 & 0 \\
0 & 0 & C_2 & 0 \\
0 & 0 & 0 & D_2 \\
\end{pmatrix}
\]

As we are using the following basis:

\[\{|\Phi^+\rangle, |\Psi^+\rangle, |\Psi^-\rangle, |\Phi^-\rangle\}\]

each element in the diagonal of the matrices represent the probability of measuring one of these states. Then, after purification we obtain:

\[
\rho_{PUR} = \begin{pmatrix}
A_{PUR} & 0 & 0 & 0 \\
0 & B_{PUR} & 0 & 0 \\
0 & 0 & C_{PUR} & 0 \\
0 & 0 & 0 & D_{PUR} \\
\end{pmatrix}
\]

where:

\[
A_{PUR} = \frac{A_1 A_2 + B_1 B_2}{\text{prob}} \\
B_{PUR} = \frac{C_1 D_2 + D_1 C_2}{\text{prob}} \\
C_{PUR} = \frac{C_1 C_2 + D_1 D_2}{\text{prob}} \\
D_{PUR} = \frac{A_1 B_2 + B_1 A_2}{\text{prob}}
\]

\( \text{prob} \) is the probability of success of the purification.

\[
\text{prob} = (A_1 + B_1)(A_2 + B_2) + (C_1 + D_1)(C_2 + D_2)
\]

As we repeat the purification algorithm, the value of A increases (with an ideal target value of 1) and the values B, C and D tend to zero. A value of almost 1 for A means that we would be able to measure the right
Bell pair with high probability, while the others would unlikely be measured. For symmetric purification (both pairs of entangled qubits with the same fidelity) we obtain the graphic showed in Fig. 3.1. Each dot represents one purification step. The first number shows the initial fidelity of both Bell pairs, followed by the probability that the purification succeeds. Five purification steps are needed to reach a fidelity value of more than 0.98. As it can been seen, the probability of success increases with the initial fidelity of the Bell pairs.

3.4 Entanglement Swapping

3.4.1 Swapping

This function is based on the teleportation algorithm that allows us to teleport one qubit from one station to a further one. Thus, extending the entanglement range. This operation needs to be done many times until the final station is reached. In Fig. 3.2 the axis represent the fidelity of each Bell pair before swapping is done. The lines represents final fidelity levels after swapping. It can be seen that the final fidelity is always lower than the lowest fidelity of the Bell pairs to be swapped.

Suppose we have one Bell pair from station A to station B, and another Bell pair from station B to station C, defined by the density matrices \( \rho_1 \) and \( \rho_2 \), as follows:

First Pair:

\[
\rho_1 = \begin{pmatrix}
A_1 & 0 & 0 & 0 \\
0 & B_1 & 0 & 0 \\
0 & 0 & C_1 & 0 \\
0 & 0 & 0 & D_1
\end{pmatrix}
\]

Second pair:

\[
\rho_2 = \begin{pmatrix}
A_2 & 0 & 0 & 0 \\
0 & B_2 & 0 & 0 \\
0 & 0 & C_2 & 0 \\
0 & 0 & 0 & D_2
\end{pmatrix}
\]

By teleporting the qubit (entangled to station A) in station B to station C, we extend the range of the entanglement, obtaining the following density matrix:
3.4.2 Graphical understanding of Purification and Swapping

In this section we explain in a series of pictures how the purification and swapping algorithms work in a three stations network. For this example, we assigned 8 qubits for station 1 and station 3 (which are the transmitter and the receiver) and 16 qubits for the repeater, where 8 qubits are assigned for reception and the others 8 for transmission. Initially, all the qubits are not entangled to others (what is represented by qubits in white color). This is shown in Fig. 3.3(a).

After initialization of qubits, entanglement is attempted between neighbor stations. As entanglement is a none deterministic operation, some of these attempts will fail and others will succeed (for the last ones, we represent them with a black line). In order to represent the fidelity of the obtained Bell pairs, we chose to represent them in yellow color, changing the intensity of it for higher-fidelity Bell pairs. The current state is represented in Fig. 3.3(b).

After obtaining some Bell pairs, the purification algorithm takes control of them and chooses some pairs of the same fidelity for purification. This selection is shown in Fig. 3.3(c).

\[
\rho_{SWP} = \begin{pmatrix}
A_{SWP} & 0 & 0 & 0 \\
0 & B_{SWP} & 0 & 0 \\
0 & 0 & C_{SWP} & 0 \\
0 & 0 & 0 & D_{SWP}
\end{pmatrix}
\]

where:

\[
A_{SWP} = \frac{A_{12}}{Sum}
\]
\[
B_{SWP} = \frac{B_{12}}{Sum}
\]
\[
C_{SWP} = \frac{C_{12}}{Sum}
\]
\[
D_{SWP} = \frac{D_{12}}{Sum}
\]

\[
A_{12} = A_1 A_2 + B_1 B_2 + C_1 C_2 + D_1 D_2
\]
\[
B_{12} = A_1 B_2 + B_1 A_2 + C_1 D_2 + D_1 C_2
\]
\[
C_{12} = A_1 C_2 + B_1 D_2 + C_1 A_2 + D_1 B_2
\]
\[
D_{12} = A_1 D_2 + B_1 C_2 + C_1 B_2 + D_1 A_2
\]
\[
Sum = A_{12} + B_{12} + C_{12} + D_{12}
\]
Purification is also deterministic, so some of these operations may fail and both selected qubits need to be reset. In this representation, we supposed that all the operations succeeded, therefore only one qubit of each selected pair would be sacrificed. In order to represent the higher-fidelity Bell pairs we use a higher intensity yellow. In this representation we also added some other new Bell pairs to it. Fig. 3.3(d) shows this condition.

At this time, there are many Bell pairs with different fidelity levels. The purification algorithm must separate these Bell pairs and choose some in the same fidelity range. This is shown in Fig. 3.4(a).

In the next figure we show some Bell pairs that reach the level of fidelity that we decide it is enough for teleportation and swapping. These pairs are represented in green color. This can be seen in Fig. 3.4(b).

Once these Bell pairs are obtained, station 2 decides to swap as it has one high-fidelity Bell pair to each remote station. Chosen pairs are shown in Fig. 3.4(c).

Every time swapping is done, the fidelity of the new extended Bell-pair can be easily calculated as the product of the fidelity of each of the initial Bell-pairs. As the fidelity is always less than 1, the final fidelity will be less than the lowest value of fidelity of the initial Bell pairs. Therefore some further purification steps may be needed if the final fidelity decreases below some fixed threshold level. We don’t show that situation here. Fig. 3.4(d) shows the state after swapping.
3.5 Quantum Memory

Quantum states in repeaters must be stored in stationary qubits usually referred as a quantum memory. Different types of quantum memory are being studied, each technology with different properties, but one common problem, fidelity decreases due to decoherence very fast. At the time of writing this thesis, the quantum memory time is not long enough to allow the usage of these qubits in quantum repeater networks, as for a 20Km link, the propagation time of the light in fiber optics is around 100 μseconds, by which time the decoherence has destroyed the quantum state.

3.6 Basic Repeater Operation

Quantum repeaters are being built in order to create high-fidelity, long-distance entanglement. The work of a quantum repeater consists of three main functions: creation of some basic form of entanglement between repeaters directly connected via some physical channel (such repeaters can be referred to as “neighbors”); extension of that basic entanglement to create long-distance entanglement; and management of the infidelity introduced into the entanglement by channel imperfections, local gate errors, and finite memory lifetime. This work can be achieved using Bell pairs as an intermediate resource as well as the final goal.

The first role of a repeater is the creation of entanglement, almost exclusively in the form of maximally-entangled two-qubit states. The qubus mechanism, for example, uses a weak nonlinearity to create a small shift in a coherent state of light, detected using homodyne measurement against a reference state \[ |36, 27\]. This can be done, for example, using quantum dots held in cavity QED devices, with the spin of an electron in the dot as the qubit. The original qubus approach is proposed to be tuned to provide low-fidelity Bell pairs with high probability. A variant of the scheme using low photon numbers provides higher fidelity output with similar probability \[31\]. Nitrogen vacancy centers in diamond, again using electron spin as the qubit, can be used to create high-fidelity entanglement by forcing the emission of single photons and using interferometric methods to eliminate the which-path information \[7\]. Experiments have also been conducted using parametric down conversion to create entangled pairs of photons, but this approach is less useful for repeaters intended to couple immobile quantum memories \[41\].

The entanglement created by these physical mechanisms is inevitably imperfect, leading us to look for methods of raising the fidelity. Purification uses two or more Bell pairs to create one higher-fidelity Bell pair, sacrificing one or more of the Bell pairs to measure their parities and improve our confidence that the desired quantum state is selected \[15, 16, 3\]. Standard purification protocols require bidirectional communication of the classical measurement results to determine if the purification has been successful. Careful management of the order of purification operations has a large impact on performance, especially when the initial fidelity is low \[37\].

The purification scheme we used in this thesis is based on the scheme first given by Deutsch et al. \[12, 15, 27\]. Infidelity from the desired Bell state \[ |\Phi^+\rangle = \frac{1}{\sqrt{2}} (|00\rangle + |11\rangle) \] is given by an admixture of other Bell states,

\[
\rho = A|\Phi^+\rangle\langle\Phi^+| + B|\Psi^-\rangle\langle\Psi^-| + C|\Psi^+\rangle\langle\Psi^+| + D|\Phi^-\rangle\langle\Phi^-|
\]

Pairs of such imperfect Bell pairs are purified together. Local rotations tailored to the specific state are performed before two controlled-NOT operations between the two pairs. The two target qubits are measured, and purification succeeds with probability \((A + D)\) when the two measurements coincide. After the operation the fidelity of the remaining pair is

\[
\frac{A^2 + D^2}{N} > A
\]

where \(N\) is the normalization factor for the remaining state after measurement.

Channel attenuation results in exponential decline in the probability of entanglement success, requiring multiple hops and some method of creating long-distance entanglement using short-distance entanglement. Entanglement swapping uses a form of teleportation to splice two shorter Bell pairs into one longer one. Dürr and Briegel proposed using entanglement swapping in a nested fashion, with the length of the Bell pairs potentially doubling with each swapping step \[15\]. Swapping negatively affects the fidelity of the Bell pairs, requiring further purification over longer distances. If nodes A and B share a Bell pair with fidelity \(F\) and nodes B and
C share another Bell pair with fidelity $F$, performing swapping at B results in a single pair shared between A and C with fidelity $F^2$.

These three functions all use information transmitted through the network. The allowable sequence of messages, their contents and interpretation, the assumptions that each end is allowed to make about the other, and the definition of the actions to be performed by the node receiving the messages constitute a network protocol. The protocols can be organized into a protocol stack that collectively contributes to the end-to-end operation of the repeaters, this will be explained in detail in Ch. 5.

### 3.7 Multi-User Quantum Repeater Networks

A multi-user network with a complex topology requires repeaters to have additional intelligence beyond the three key protocol functions described above. One such function is selection of an appropriate path through the network to connect the end nodes. A second is some mechanism for sharing portions of the network in an effective manner. In this paper, we extend repeater studies to include complex topologies, and investigate their behavior when more than two of the nodes in such a network want to communicate at the same time.

![Dumbbell Network](image)

Figure 3.5: The dumbbell network, the simplest network with a shared link (EF) when A wishes to communicate with B and C wishes to communicate with D.

In Fig. 3.5, repeater A may wish to create Bell pairs with repeater B, at the same time that repeater C wishes to create Bell pairs with repeater D. Both communications (which we will refer to as communication flows) must use the link connecting repeaters E and F, resulting in contention for access to the link. Generically, we refer to quantum memories and channels as resources to be managed. This resource management problem is the focus of this paper.

In our example, how do we decide which flow, AB or CD, is allowed to use the EF link? How do we decide which flow is allowed to use the qubit memories at the E and F repeaters? The action for the flow that is given access is clear, but what should the flow that is not given access to the EF link do while waiting? In Sec. 5.8, we address the issue of multiple flows competing for resources, and we propose different multiplexing schemes based on what has been learned from classical networks.

### 3.8 Applications

In Sec. 1.1 we described some applications for quantum repeaters. For each of them, different functions will be done at the application level. In this thesis we focused only on the teleportation of quantum states, and using quantum repeaters as a network to transport them.
Chapter 4

Quantum Networks

In the same way as classical networks were designed to transport data between remote nodes, quantum networks have been proposed to do communication of quantum data. Though classical networks can use repeaters that amplify signals and copy data, quantum networks cannot rely on such operations as they are forbidden by quantum mechanics [40].

Quantum networks are based on the distribution of Bell pairs, which are high-fidelity entangled quantum bits (qubits). Each repeater needs to execute many quantum operations, which are done by small quantum computers. Therefore, a quantum network is considered to be a distributed quantum computing problem. In order to provide them for long distances, quantum repeaters were proposed, which allow to extend the distance of an entangled pair. The connection of many quantum repeaters in complex topologies makes a network of quantum repeaters.

4.1 What do networks do?

Dedicated end-to-end communication links are expensive, as the resources are assigned to one circuit whether they are used or not; for a fully-connected graph of $N$ nodes, $N(N - 1)/2$ links are required, quickly becoming prohibitively expensive as well as physically impractical as $N$ grows. On the other hand, multi-user networks in which communicating parties may be connected over a series of hops lower the cost for communications, as the resources are shared among nodes and provide the flexibility to connect to more than one node using the same infrastructure. However, this networked approach results in a series of problems, mostly originating from issues in scaling the network to large numbers of nodes, the lack of centralized control, and errors that occur. In this chapter, we introduce some of these topics in the context of quantum repeater networks.

This thesis addresses distributed control of the communications the network is designed to support, and management of the dynamic errors that inevitably occur in quantum systems.

4.2 Changing network topology

Key problems in computer systems include naming and resource management. These get harder as the systems grow and become distributed, because information gets out of date, autonomous systems don’t want to share the information at all, and errors occur constantly. Networks should be carefully designed to support the addition of new nodes or new networks. The Internet is a perfect example of such a network which is scalable and can easily update changes in the topology. Quantum networks should also be developed with this consideration if we want them to scale as well as the Internet.

Like classical networks, links going down and up, make changes to the network topology. For quantum networks, we have two type of links, the quantum channel which is the connection to produce entanglement between neighboring nodes, and the classical network, which basically is a TCP/IP network that allows control messages to be exchanged between any node in the network. Failure of a quantum channel or of the classical network should be identified and reported to the routing protocols to try to find an additional path (if any) [34].
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4.3 Dynamically changing network state

Even without taking into consideration changes to the underlying physical topology, attempts to use the network must deal continuously with the changing availability of resources as operations are tried, succeeded or failed. When high-fidelity Bell pairs are produced between neighboring nodes, a new resource becomes available for use by the communication flows. This resource sits around, consuming memory in the two nodes, until it is used. This happens many times per second, however, it is not the only dynamic change. Every time a Bell pair is swapped, the state of the network changes again, with the extension of the entanglement range. With this new resource available, different pairs of nodes are connected via entangled pairs, and new decisions about what actions are possible and preferred must be made. Also when fidelity decreases due to decoherence, some high-fidelity Bell pairs may need to be purified again, eliminating the resource temporarily from the topology. All these changes happen in different parts of the network constantly, making these updates available for the rest of the network a very difficult task. What is worse is that even if we decided to send these updates to the nodes, the information probably would be outdated by the time it arrived.

Every time purification is attempted, the results of the measurements that inform whether purification succeeds or fails must be reported to the remote node. This can take some time if the nodes are far in a network. But time is a constraint in quantum networks, as decoherence affects the fidelity of the Bell pairs, so quick actions must be taken and same decisions should be made by nodes with the less possible amount of messages exchanged.

End-to-end entanglement is created in this work by swapping Bell pairs. Unlike classical networks, where exchanged routing tables are used to make routing decisions, quantum networks cannot rely in them. Path selection in quantum networks would change constantly due to the reasons explained above and therefore it would become very difficult for the nodes to make decisions based on possibly-outdated available entangled resources tables. It is the responsibility of the swapping layer to choose the right Bell pairs to swap. In this thesis, for the small size simulated networks, we used an static approach, however, for future work, this layer needs to be studied in depth to find patterns and good algorithm to make routing decisions. After swapping is produced, information of the new destinations nodes and the final fidelity after swapping must be reported, and nodes should be able to adjust the density matrix considering the effects of decoherence as the time passed since the swapping operation was produced. Some additional considerations should be taken for swapping. Finding a middle point in the network and trying to produce Bell pairs to it, to finally swap them is an easy way to make swapping decisions, however, we need to find where the middle of the network is, and if we have dynamic topologies this may result in a hard task. The order in which the swapping operations are done may lead to deadlock situations where there are no possible swapping operations that may allow us to produce an end-to-end Bell pair, making all the resources be lost due to decoherence and gone unused.

Classical networks have costs for their links based on the number of hops, bandwidth or some fixed cost, so that routing protocols can make the best decision based on the network topology. Quantum networks also have some sort of cost which is based on the fidelity of the Bell pairs available for that link. Morover, as Bell pairs are swapped to reach a desired node, one node may have many Bell pairs, and some of them may be entangled to a node that is closest to the final destination and which be the best one to choose for swapping at that time. Bell pairs will show a dynamic behavior as fidelity decreases with time, purification is done to boost it, and swapping occurs in some nodes. Therefore, maintaining updated information of the Bell pairs for all the nodes is a very difficult task, making the calculation of a path cost not easy.

4.4 Fault tolerance

To provide fault-tolerant quantum networks, additional problems must be considered if we compare them to classical networks. Regarding quantum networks, we must distinguish two different communication links, the classical channel (TCP/IP networks to send classical control messages between nodes) and the quantum channel which is a point to point link and is the one that allows the creation of Bell pairs. Failure of any of them will result in a failure of the network. We rely on TCP for error correction and assurance of delivery of classical messages. However, if messages are retransmitted, further decisions and operations are also delayed, producing an impact in the fidelity of the resources, as they will remain idle waiting for the messages. Like classical networks, redundant paths may be consider to prevent the connection between nodes to fail if some of the links between them goes down. As we mentioned many times before, decoherence seriously affects the fidelity
of the Bell pairs, and how fast it decreases depends on the quantum memory used. In the case that nodes are using different quantum memories, the fidelity degradation ratio will be different for each node, and they cannot calculate the fidelity of the Bell pair without knowing the remote node’s quantum memory. Therefore, information about when the Bell pair’s fidelity will be decreased should be exchanged between nodes and only taken the worst of them in consideration. Finally, nodes may discard qubits if noise in the device increases or for whatever reason the node decides that a reinitialization is better. These actions should also be considered and reported to the remote nodes with whom the Bell pairs are shared.

4.5 Solving these problems

4.5.1 Protocols

To keep control of quantum operations and to report the results of the measurements, a communication protocol is necessary to properly deliver messages between nodes. These protocols must be designed layered to allow independence of the different layers and easy upgrade of each of them without impacting the rest of the protocols. In order to design robust protocols, we need to create finite state machines and decide a proper definition of the legal sequence of actions and timeouts that such protocols must follow.

4.5.2 Resource management

Moving to a network of quantum repeaters does, however, raise questions that are not posed by a simple linear topology. One of the most important is what to do when multiple users want to use the network at the same time, as the uses of qubit memories and the quantum channels become scarce resources for which contention must be managed. Such questions have close classical analogues in the way data is transmitted within networks and over the Internet, where several different classical schemes have been devised over the years to allow what is known as multiplexing: the use of a network by several different users, often competing for the same resources.

4.6 Metrics for Success in Networks

To study the performance of the simulated networks, we measured the aggregate throughput and calculated the fairness.

The aggregate throughput between two stations is defined as how many Bell pairs per second of a particular fidelity are teleported between them, what Dürr and Briegel [15] refer to as the yield. In order to do that, high-fidelity end-to-end Bell pairs must be produced before the data qubit could be teleported.

The fairness we use in this thesis to study our networks is define using Jain’s fairness measure for resource allocation [23],

$$\mathcal{J}(x_1, x_2, \ldots, x_n) = \frac{(\sum_{i=1}^{n} x_i)^2}{n \sum_{i=1}^{n} x_i^2}$$

A fairness of $\mathcal{J} = 1.0$ indicates perfectly even distribution of resources among the users, while $\mathcal{J} = 1/n$ indicates that one user acquired all of the resources, shutting out all other users.
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Protocol Design

5.1 Quantum Network Protocol

In Ch. 4 we explained some of the problems that we must address for a proper operation of quantum networks. This chapter presents some solutions to solve them, we propose quantum protocols that will enable distributed and consistent decision making for the nodes. Some of the functions these protocols must handle are reporting results of quantum operations, results of any measurement, exchanging density matrices, the time when these operations were done, etc. In the next two chapters we evaluate these solutions via simulations.

Network architecture is more than simply the contents, formats and semantics of the messages themselves; it also includes many aspects of the behavior which may be visible only implicitly, rather than in the contents of the messages. One of the key areas, as discussed in Sec. 4.5.2, is management of sharing. Here we present several possible approaches, which will be evaluated in Ch. 7.

The process of designing quantum networks is similar to designing classical networks, as they require detailed protocol designs, including finite states machines to control physical resources and track logical state. A layered protocol stack has previously been proposed [37]; here we provide detailed designs for the individual layers. We give a brief description of each and the functions which are simulated. Fig. 5.1 shows the layers of this protocol.

![Protocol Stack Architecture and Proposed Protocols](image)

Figure 5.1: Protocol Stack Architecture (left) and Proposed Protocols (right)

All these layers interconnect in the way shown in Fig. 5.2. It can be seen that after the Entanglement Control (ESC) layer is done, the next higher protocol is again Purification Control (PC) but in this case the Bell pairs belong to further stations. And this keeps on repeating until the end-to-end Bell pair is purified. Finally, the application layer is reached and the data qubit can be teleported.

One of the key purposes of the classical protocols is to keep track of the fidelity of Bell pairs, which can only be estimated and not measured. Decisions are made based on these estimated values in order to allow Bell pairs...
to be swapped or sent to the Application layer for use. The control of a qubit (a single-qubit buffer) is passed from layer to layer until consumed by the Application layer or reinitialized to start over from the lowest layer.

5.1.1 Comparison with the OSI model

The Open Systems Interconnection model (OSI) was proposed by the International Organization for Standardization (ISO) to divide communication systems into independent layers which interact with others, and it is an excellent way to study and develop new systems. Considering these advantages, a protocol architecture was proposed by researchers [37] to be taken as a reference for future proposals for quantum networks. In this work we proposed a stack of protocols for a possible implementation for network of quantum repeaters.

In the OSI model, as packets go down through the layered architecture, they are added one header in each of the layers. When packets are received, these headers are removed as the packets go up through the layered architecture. Such concept is called encapsulation. Though in the protocol architecture used in quantum networks there is no concept as encapsulation, this model is still a good reference for our work. The reason why there is no encapsulation is that all these layers are for classical control messages, where each layer communicates with others on the same station and with the same one on a remote one. Clearly before sending classical information to other nodes we need to encapsulate them in some transport protocol, but there is no encapsulation inside our proposed architecture.

In order to deliver classical messages between nodes, we rely on TCP/IP to provide reliable and ordered delivery control packets. Therefore, quantum networks must work together with a classical network for control of the quantum operations and reports of results. Regarding IP addressing there are no special needs, the only requirement is to deliver classical messages via a reliable network. In addition to the classical addressing of nodes, it is necessary to address the resources (qubits) in the nodes. We proposed the following addressing architecture hierarchy:

- **Node address**: How to identify a node. This should be independent from the IP address.
- **Interface address**: Each node will have many interfaces where quantum channels are connected. This address identify them.
- **Qubit address**: Each node will hold many qubits in their quantum memories. This address specify each of them.

This allows us to address any single qubit placed in any node. However, Bell pairs refer to a pair of qubits, and the epoch is used to identify the Bell pair from future entanglements (epoch is increased every time a qubit is initialized).

While this approach worked well for this work, we may want to consider joining the interface address with the qubit address in the future. This will simplify the addressing and will hide the interface information from
the nodes. In addition, we considered using Bell pairs’ labels to uniquely identify qubits, interfaces, and nodes, without actually knowing what the destination addresses are, just by referring to a label. This remains as a future work.

In the next section we explain how these messages are delivered.

5.2 Inter-node Message structure

As it will be explained in the following sections, there are two classes of messages that are sent to control the quantum operations. One class is sent between the same layers but in different nodes. The second class are the messages that are sent between the software entities that implement different layers but within the same node. The last class is explained in Sec. 6.5.1, as it is part of the simulator. We will use the big-endian order for the data fields in these messages.

In order to transport the protocols’ messages of all the layers to other nodes we propose the header shown in Fig. 5.3 to be used for encapsulation, and this new packet is to be encapsulated in a reliable transport protocol such as TCP.

| Bit offset | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 |
| 0          | Source Address |
| 32         | Destination Address |
| 64         | Source Interface   | Destination Interface |
| 96         | Protocol Type      | Reserved               |
| 128        | ...                | Payload                |

Figure 5.3: Encapsulation header

Where:

- **Source Address**: Address of the node sends the message. This is not an IP address, but the address to identify the node.

- **Destination Address**: Address of the node that receives the message. This is not an IP address, but the address to identify the node.

- **Source Interface**: Each node will have a gate (interface) where the quantum channel is connected to. This field represents this gate of the source node.

- **Destination Interface**: Each node will have a gate (interface) where the quantum channel is connected to. This field represents this gate of the destination node.

- **Protocol Type**: This field identifies what type of message is encapsulated.

- **Payload**: Here the encapsulated message is placed.

To address the protocol in use, we summarize the protocol type codes in Table 5.1.

5.3 Physical Layer

5.3.1 Introduction

The physical entanglement layer represents the physical interaction that creates Bell pairs between two different stations. There are many proposals for this layer and at the moment no clear winner. Our simulations model
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<table>
<thead>
<tr>
<th>Protocol Type</th>
<th>Layer</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>QubusPE</td>
<td>Entanglement attempt</td>
</tr>
<tr>
<td>200</td>
<td>AEC</td>
<td>Entanglement report</td>
</tr>
<tr>
<td>300</td>
<td>PC</td>
<td>Purification measure</td>
</tr>
<tr>
<td>400</td>
<td>ESC</td>
<td>Swapping report</td>
</tr>
<tr>
<td>500</td>
<td>APP</td>
<td>Teleportation measure</td>
</tr>
</tbody>
</table>

Table 5.1: Proposed protocol type codes

the qubus mechanism [36] in which laser pulses of many photons generate low-fidelity Bell pairs with high probability, and the single photon mechanism [7] in which single photons generate high-fidelity Bell pairs with very low probability. This probability of success is due to the attenuation in the optical fiber, which has an exponential increase with distance. Thus, photons may be lost when traveling, or may not be detected at the receiver. For the qubus mechanism, for a distance of 20km over an optical fiber with a 0.17 dB/km loss, the system can be tuned to have a probability of success of the entanglement around 36%, with an initial fidelity of 0.633. On the other side, single photon mechanism produces Bell pairs with an initial fidelity around 0.97 but the probability of success is less than 1%.

Once the Bell pairs are produced, decoherence also decreases their fidelity as a function of time, as information leaks into the surrounding environment.

The physical capabilities of different physical layers vary. Some support only a single physical transceiver qubit, and so can support only a single outstanding entanglement attempt. Others support independent multiplexing of incoming light pulses to local qubits, which is done by a classical herald pulse (trigger) followed by one or more quantum pulses.

5.3.2 Messages

We define the following data structure shown in Fig. 5.4. It will be implemented as an array in the packet for the physical layer.

![Figure 5.4: Data structure defined for the Physical Layer](image)

Where:

- Source Qubit: Specifies which qubit was interacted by this quantum pulse.
- Epoch: Each qubit has an associated *epoch*, a counter of the number of times it has been initialized, to prevent old messages from being misinterpreted.

The messages exchanged between stations are proposed to be composed of the fields shown in Fig. 5.5.

![Figure 5.5: Messages exchanged in Physical Layer](image)

The fields in the messages are:

- Version: Version of the implementation of this protocol. To allow future updates and compatibility.
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- **Type**: Type of message. This is to identify the different messages that each layer may use.

- **Number of Pulses**: The number of pulses sent in the entanglement attempt. Each pulse interacts with one qubit in the source node.

- **Physical data structure**: Array of elements defined in Fig. 5.4. The number of elements will be equal to the number of pulses.

Source Qubits and Epoch are repeated as many times as specified in the number of pulses field.

In Fig. 5.6 we can see the type of messages exchanged and the functions of each message for the physical layer.

![Figure 5.6: Message type exchanged in Physical Layer](image)

5.4 Acknowledged Entanglement Control Layer

The second layer, AEC (ACKed Entanglement Control), is responsible for managing the single-hop physical entanglement process, selecting qubits to attempt entanglement at each end of the link, and utilizing classical messages to report the results. When a laser pulse is detected by the receiver, measurements are done, and a message will be sent back to the transmitter, informing it which qubits on the receiver were entangled to which qubits on the transmitter. The stationary qubits in a repeater are not destroyed when the qubit is measured or reinitialized, though the quantum information held in the qubit is. Epoch information is also exchanged and together with the qubit number are used to uniquely identify the Bell pair.

Once entanglement succeeds, this layer will transfer control of the Bell pair to a higher protocol layer.

5.4.1 Finite State Machine

Fig. 5.7 shows the finite state machine which describes the behavior of this layer for qubits in the transmitter, and Fig. 5.8 for qubits in the receiver.

Transitions represented in blue include an interaction with a remote station. OUT refers to messages sent, and IN to messages received. Black transitions represent local operations. The different states are:

- **Uninitialized**: This can be reached from a higher protocol layer or after starting up the repeater. Qubits are in an unknown state.

- **Unentangled**: During initialization of the qubits, they are prepared to have a known quantum state, ready to start entanglement, and the epoch is incremented. If the qubit’s fidelity falls below a threshold, it becomes unusable and will be returned to the Uninitialized state.

- **Interim Entangled**: This state is reached after entanglement is attempted. This operation is done by sending a laser pulse to the remote station after interacting with the local qubits. The qubit will remain
Figure 5.7: Finite state machine for Transmitter’s ACKed Entanglement Control

Figure 5.8: Finite state machine for Receiver’s ACKed Entanglement Control
in this state until it receives an answer from the remote station or a local timer times out (to prevent decoherence from affecting the fidelity). If an Entanglement Failure message is received or no answer is received before the timer expires, the qubit will be moved to Uninitialized to start over again. If an Entanglement Success message is received, the qubit will be moved to the next higher protocol layer, in this case, Purification Control.

5.4.2 Messages

We define the following data structure shown in Fig. 5.9. It will be implemented as an array in the packet for the entanglement control layer.

| Bit offset | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 |
|------------|---|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
|            | Source Qubit | Epoch |
| 32         | Zero Time    |
| 64         | Zero Time    |

Figure 5.9: Data structure defined for the Entanglement Control Layer

Where:

- **Source Qubit**: Specifies which is the entangled qubit. If in zero, that means that entanglement failed for that pulse, otherwise the entangled qubit is specified.
- **Epoch**: This number represents how many times the qubits have been reset.
- **Zero Time**: Time of the interaction of the laser and the qubits. This is used to calculate how the fidelity decreases with time.

For this layer to communicate with other stations, we propose the packet format shown in Fig. 5.10.

| Bit offset | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 |
|------------|---|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
|            | Version | Type | Number of pulses |
| 32         | Array of Entanglement Control data structure (96 bits) |

Figure 5.10: Messages exchanged in AEC Layer

This packet looks similar to the one defined for the physical layer, however, there is a difference in the information held in both packets. Where:

- **Version**: Version of the implementation of this protocol. To allow future updates and compatibility.
- **Type**: Type of message. This is to identify the different messages that each layer may use.
- **Number of Pulses**: The number of pulses previously sent in the entanglement attempt.

Source Qubit and Epoch are repeated as many times as specified in the Number of Pulses field.

In Fig. 5.11 we can see the type of messages exchanged and the functions of each message for the AEC layer.

The physical layer and the entanglement control layer work together, as the first one attempts entanglement while the last one reports the results. The handshake of messages between neighbor stations can be shown by Fig. 5.12. Station 1 sends an entanglement attempt packet (together with the laser pulse) through the physical layer (red packet). When Station 2 receives both packet and pulse, it attempts to detect the pulses. Successful detections imply that the entanglement succeeded. These operations are represented by some delay which is much smaller than the propagation delay of the messages. After this operation is done, Station 2 reports the results to Station 1 by an AEC message (represented in red).
5.5 Purification Layer

In this work we use an error management method called purification, which has been explained in Sec. 3.3. In order to purify a Bell pair (boost its fidelity), an additional Bell pair is sacrificed in the process. The third layer of the protocol, PC (Purification Control), is responsible for choosing two Bell pairs, and electing one pair to have its fidelity boosted and the other to be sacrificed, assuring that both stations make the same decisions. Purification is done between two arbitrary stations, and no other stations need to be considered. Thus, PC does not need to make any complex routing decisions, but it does need to be able to address any station in the network. After the PC layer confirms a sufficient fidelity for the Bell pairs, control is given to the next higher protocol layer, which could be the Application layer, or the Entanglement Swapping Control (ESC), depending on whether or not this round of purification was done between end-to-end stations. If the physical layer produces high-fidelity Bell pairs, there is no need to execute any purification, so this layer could be configured as a null layer. Qubits to be purified are assigned a band depending on their fidelity values [37] and the qubits within the same band are selected for purification.
5.5.1 Finite State Machine

Fig. 5.13 shows the finite state machine which describes the behavior of this layer. The states are:

- **Entangled.** This state indicates that the qubit is entangled to another qubit in a distant station, but with not enough fidelity to start teleportation. It can be entered from a lower layer like AEC (just after entanglement is produced) or ESC (as fidelity is always reduced by swapping), from a higher layer ESC (if decoherence affects the fidelity and the Bell pair needs to be purified again), or finally from the purification algorithm itself after successful purification. Once a high level of fidelity is reached, control of the qubit is transferred into the next higher layer (ESC).

If the qubit remains in this state for a long time, the fidelity will drop due to decoherence. The qubit is moved to Uninitialized in order to attempt entanglement again.

- **PurifyAttempt.** Once we have two Bell pairs with similar fidelity, one Bell pair is assigned to this state. If purification succeeds, this pair will have its fidelity boosted. After attempting purification, the qubit is moved to the state MyHalfPurify or HerHalfPurify, depending on whether this station starts the purification before receiving any purification message from the remote station.

- **SacrificeAttempt.** The second Bell pair chosen for purification is assigned to be sacrificed to improve the fidelity of the first Bell pair. Regardless of the result of the purification, this qubit will always be moved to Uninitialized state after the purification process finishes.

- **MyHalfPurify.** If the station starts the purification process, after sending a message to the remote station, the qubit is moved to this state, until it receives an answer. On success it will be moved to Entangled, or to Uninitialized on failure.

- **HerHalfPurify.** This state indicates that the station received a message notifying it that the remote station has started the purification process. If the operation on the local station succeeds, the qubit will be moved to Entangled, after sending a message to the remote station. If it fails, it will be moved to Uninitialized, after sending a Purify Failure message to the remote station.

In Fig. 5.14 we can see the type of messages exchanged and the functions of each message for the PC layer.

5.5.2 Messages

The messages exchanged between stations are proposed to be composed of the fields shown in Fig. 5.15.

Where:
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Figure 5.14: Message type exchanged in Purification Control Layer

| Bit offset | 0  | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 |
|------------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
|            | 0  |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
|            | 32 |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
|            | 64 |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
|            | 96 |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
|            | 128|    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
|            | 160|    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |

Figure 5.15: Messages exchanged in Purification Layer

- **Version**: Version of the implementation of this protocol. To allow future updates and compatibility.
- **Type**: Type of message. This is to identify the different messages that each layer may use.
- **Source Qubit to Purify**: Qubit number which was selected for purification in the source node.
- **Destination Qubit to Purify**: Qubit number which was selected for purification in the destination node.
- **Source Qubit to Sacrifice**: Qubit number which was selected for sacrifice in the source node.
- **Destination Qubit to Sacrifice**: Qubit number which was selected for sacrifice in the destination node.
- **M bit**: This bit specifies the result of the measurement done for purification.
- **E bit**: This bit is in 1 if the local gate operations failed, and therefore, purification failed too. 0 for none errors.
- **Epoch**: This number represents how many times the qubits have been reset.
- **Zero Time**: Time when the measurements for purification are done.

In Fig. 5.16 we see the handshake of messages between stations during the entanglement purification process. Purification algorithm performs measurements on both stations and report the results to the remote site. Once these measurements are received, the stations decide that the purification succeeds if both stations measure
the same value. In this figure, it looks like these measurements are done at the same time, but in fact only in some particular cases this happens. We will show the asymmetric case which is produced when purification is attempted between neighbor stations, as in Fig. 5.17.

5.5.3 Purification Policy

The fidelity obtained after a Bell pair is purified depends on the initial fidelity of both Bell pairs chosen. Previous work has proved that selecting Bell pairs of a fidelity within a range of values (banded purification scheme) boosts the final fidelity to higher values, therefore reducing the necessary purification steps [38]. In our work we chose this scheme as our purification policy.

5.6 Entanglement Swapping Control Layer

For networks which have more than two stations, further steps are required. As mentioned in the introduction, in this work we focus on entanglement swapping. A node in the middle of the network waits until it has two high-fidelity Bell pairs, one to each node it wants to couple. Then, this middle node performs the Bell state measurement that splices the two short Bell pairs into a longer one. As a consequence of this operation, the fidelity of the extended new Bell pair drops, and further purification may be necessary. ESC and PC are repeated until we have an end-to-end Bell pair of sufficient fidelity for our application.
5.6.1 Finite State Machine

There are two types of finite state machines for this layer, one for the nodes that hold entanglement to two other nodes and make the decision of swapping, and another one for the nodes that are informed that a swapping operation was performed. The finite state machine for the stations that are in the middle and make the decision to swap is shown in Fig. 5.18. As we can see in the figure, control of qubits come from a lower layer (purification in this work). If the qubit remains in this layer idle, the fidelity will decrease and when the lower threshold is reached (timeout shown in the figure), the control of the qubit is given again to the purification layer in order to boost the fidelity above the threshold once more. When another Bell pair arrives and this layer determines that it is a match for swapping, teleportation is done and the results of the measurement of the qubits are sent together with the reports of the swapping operation informing the remote nodes where the qubits are now entangled to. The final fidelity after swapping varies depending on the initial fidelity of both Bell pairs as shown in Fig. 3.2. Finally the qubits in this node are reset to be used for other operations.

![Finite State Machine for Entanglement Swapping Control for a middle node](image)

On the other hand, the stations which receive the swapping reports follow the finite state machine as in Fig. 5.19. As we can see in this figure, control of qubits come from a lower layer and may go back there after a timeout meaning that the fidelity has decreased and purification is needed. If a swapping report is received, the new fidelity value is checked to see if more purification is needed. If the fidelity is below a threshold value, control of the qubit is sent to the lower layer for purification. If fidelity is still above the threshold, this layer checks to see if the new entangled qubit belongs to the node where the final communication is to be done. If that is the case, control of the qubit is sent to the application layer. If the desired node has not yet been reached, the node will remain in this state until further reports arrive.

![Finite state machine for Entanglement Swapping Control for an end node](image)

In Fig. 5.20 we can see the type of messages exchanged and the functions of each message for the ESC layer.
5.6.2 Messages

The messages exchanged between stations are proposed to be composed of the fields shown in Fig. 5.21. Where:

- **Version**: Version of the implementation of this protocol. To allow future updates and compatibility.
- **Type**: Type of message. This is to identify the different messages that each layer may use.
- **Source Qubit**: Qubit which has been swapped.
- **Destination Qubit**: Qubit which’s entanglement distance has been extended.
- **New Destination Address**: Address of the node where the entanglement has been extended.
- **New Destination Interface**: Interface where the entanglement has been extended.
- **New Destination Qubit**: Qubit number of the node where the entanglement has been extended.
- **Density Matrix x Element**: Value of the element of the diagonal of the new density matrix after swapping. 8 bytes-long to represent double precision floating point numbers.
- **Zero Time**: Time of the interaction of the laser and the qubits. This is used to calculate how the fidelity decreases with time. 8 bytes-long to represent double precision floating point numbers.
- **Epoch**: This number represents how many times the qubits have been reset.
- **M bit**: 1 if the node that receives this message is where the teleported qubit is sent.
- **M1 bit**: Result of the measurement of qubit to be teleported.
- **M2 bit**: Result of the measurement of qubit to be used for teleportation.

As we explained in Sec. 2.7, for the teleportation algorithm to work, 2 classical bits of information need to be sent to the station where the qubit is teleported. For the swapping function, teleportation is applied in one of the links, in order to extend the entanglement length of the first link. Therefore, in swapping, only the station
that receives the teleported qubit needs the results of these measurements (bits M1 and M2 in the packet) and we specify which such a station with the M bit set in 1.

There is no handshake of messages for this layer, just the report that a swapping operation has been done. This can be seen in the Fig. 5.22.

5.7 Application Layer

Some applications were introduced in Sec. 1.1. Each of them will have their own application functions and messages, being teleportation a function included in many of them. However, for the scope of this thesis we show an example of what this layer should be for the case of teleportation of quantum states only. Though not a real application, it allows us to study the behavior of the application layer on top of the others. Therefore, the proposed application packet is shown in Fig. 5.23.

Where:

- Version: Version of the implementation of this protocol. To allow future updates and compatibility.
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| Bit offset | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 |
|------------|---|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
|            |   |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| Version    |   |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| Type       |   |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| Source Qubit |   |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| Destination Qubit |   |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| M1, M2     |   |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| Padding    |   |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| Epoch      |   |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| Zero Time  |   |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |

Figure 5.23: Messages exchanged in the Application Layer

- **Type**: Type of message. This is to identify the different messages that each layer may use.
- **Source Qubit**: Qubit in the transmitter that is used for teleportation
- **Destination Qubit**: Qubit in the receiver that is used to receive the teleportation.
- **M1, M2 bits**: Measurements of the qubits done in the transmitter.
- **Epoch**: This number represents how many times the qubits have been reset.
- **Zero Time**: Time when the measurements for teleportation are done.

5.8 Quantum Repeater Multiplexing

In the following subsections we propose different types of quantum multiplexing to manage resources where competing flows exist. Each proposal differs in how the resources are handled (shared by time, by space, or without any resource management at all, or dedicated use with no sharing). These multiplexing schemes are derived from those in common use in classical networks and can be used fairly directly in quantum repeater networks.

In classical networks, stations are usually competing for shared resources, the service is offered on a best effort basis, and the path selection is a difficult task handled by many different routing algorithms. Quantum networks will not be an exception. Based on analogy with the classical model, to solve the shared resources issues, we propose the following quantum multiplexing schemes and evaluate several schemes which we are simulating. The principal operational difference between classical and quantum is that entanglement swapping is a truly distributed stochastic computation, with state held at each station along the path.

Fig. 3.5 shows a simple circuit which is used here to explain multiplexing in quantum networks. Each circle represents a repeater node, connected (e.g., by fiber) to one or more other nodes. In this and subsequent figures (except Fig. 7.4), we draw multiple lines to indicate the maximum number of multiple Bell pairs that can exist simultaneously between neighboring nodes, limited by the availability of qubit memories at the repeaters. In this section, we assume that each pair of neighboring nodes can have a maximum of 8 Bell pairs at the same time.

5.8.1 Quantum Circuit Switching

**Classical version**

Used in standard telephony service, reserves a complete circuit for one connection and no other traffic is allowed to use those resources at the same time. When the connection is finished, the circuit is released, allowing other stations to transmit. This way of handling traffic provides the best service to the end-points using the circuit, however the usage of the network resources may not be optimized as in the case that the station enabled to transmit has no traffic to send, or the traffic is very low compared to the link capacity. Moreover, if other stations need to transmit, they need to wait until the circuit is enabled for them, adding a stand-by time to the total time needed for transmitting.
Quantum version

In quantum circuit switching, a path between the nodes that wish to communicate is selected, and all of the qubit memory and quantum channel resources are reserved for the exclusive use of that flow. As this approach is equivalent to the original analog telephone system, in which wires were connected to form a physical electrical circuit end to end, it is known as circuit switching. When the connection is finished, the circuit is released, allowing other stations to request access to the resources. This way of handling traffic provides the best service to the end-points using the circuit, as no interfering traffic is present. However, the usage of the resources of the entire network may not be optimized. Although the resources along the entire circuit are dedicated to a particular flow, the flow is not required to actually use the network; it can pick and choose when to use it. The resources of a particular path through the network, then, can be substantially underutilized, depending on the behavior of the communication flow.

Moreover, if other stations need to transmit but access to their chosen path through the network is blocked because another flow is using the resources, then they need to wait until they can allocate the necessary set of links to form a circuit, adding a stand-by time to the total time needed for transmitting. Considering the circuit shown in Fig. 3.5, station $A$ competes with station $C$ for the shared resources between nodes $E$ and $F$. If node $A$ requires a circuit to be enabled to connect to node $B$, all of the resources along the path are reserved and configured to form a circuit, as shown by the red lines in Fig. 5.24. During this time, stations $C$ and $D$ cannot allocate an end-to-end circuit, as entanglement swapping done at stations $E$ and $F$ is restricted only to the enabled flow. Once this circuit is released by station $A$, the resources become free, and station $C$ can request the connection as shown in Fig. 5.25.

![Figure 5.24: Circuit Switching. A to B enabled.](image1)

![Figure 5.25: Circuit Switching. C to D enabled.](image2)

This approach may work well for short bursts of traffic, switching circuits from $AB$ to $CD$ once each burst is transmitted. For large amounts of traffic this may not work well, as a station may be forced to wait for an indeterminate amount of time before the circuit is released.

5.8.2 Time Division Multiplexing (TDM)

Classical version

Designed as a way to handle multiple phone calls in a same line, while transporting voice as data. Each phone call is assigned a time slot, and the line must provide enough bandwidth to accommodate all the calls. A further
implementation was to transport any type of data, and this type of lines could assign many time slots for some end-points if more speed in the communications was required.

**Quantum version**

To reduce the potentially very long waiting time associated with circuit switching, it can share the resources of a link. In *time division multiplexing*, assignment of resources is done in a round-robin fashion for each station that requests a connection. Time is divided into a set of fixed-length *time slots*, and one (or possibly more than one) time slot is assigned to each connection that requests use of the link. During the time slot, the shared resources can only be used for the selected flow. After a time slot ends, the resources are assigned to the next flow. If more throughput is needed for one flow, more than one time slot can be allocated to that flow, allowing greater usage of the resources during a round. Every station will wait its turn to transmit, and if a station is not ready to use the channel on its turn, the resources go unused. This behavior is represented in Fig. 5.26, alternating between two connections using two time slots. During time slot 1, node C cannot communicate with D. During time slot 2, node A cannot communicate with node B. The sequence is repeated whether or not traffic is present in the network.

![Figure 5.26: Time division multiplexing of two communication flows. The red lines indicate links enabled for the active flow.](image1)

**5.8.3 Buffer Space Multiplexing**

As an alternative means of sharing, we can consider *buffer space multiplexing*, dividing the available qubit memory space and assigning part of it to each flow. Fig. 5.27 represents this multiplexing scheme for the case of two flows. Half of the qubits from the link between stations E and F are assigned to the flow from station A to B and the other half are assigned to the flow CD. As a result, two different and separated circuits are built, so traffic from AB will not interfere with traffic from CD.

![Figure 5.27: Buffer Space Multiplexing.](image2)

Though the circuits are now independent, this benefit has a cost; half the resources naturally will be slower. The statistical availability of Bell pairs may result in less than half the throughput. Under some circumstances, using the preferred banded purification scheme becomes impossible [37].

**5.8.4 Statistical Multiplexing**

**Classical version**

IP networks are the best example of packet switching, as a best effort service. No resource reservation is done. If a packet arrives to a router, it is forwarded based on the available bandwidth at that time. In case no resources
are available, the packet may be queued or even dropped.

Quantum version

In statistical multiplexing, no resource reservation is done, and the service is provided best effort fashion. In our example, when an EF Bell pair completes its purification, node E checks for the presence of ready-to-swap AE and CE Bell pairs. If only one is ready, swapping is performed, $AE + EF \rightarrow AF$ or $CE + EF \rightarrow CF$. If both $AE$ and $CE$ are awaiting swapping, one of the pairs is chosen at random, without regard to the waiting time or state of other traffic. For dynamic and complex topologies it is very difficult to implement the other multiplexing schemes, and the service is provided based on the current availability of resources. A well-known type of network using statistical multiplexing is the Internet.

5.8.5 Aggressive Use of Resources

In the discussions in the preceding subsections, we have assumed that all resources either are in dedicated operation for a particular flow, or are idle. In practice, however, even when only a partial path is available, a flow can make use of those resources while awaiting its turn for currently-unavailable resources.

In Fig. 5.24, for example, use of the $EF$ link is temporarily allocated to the $AB$ flow. Rather than sitting idle, the $CE$ and $FD$ links can prepare Bell pairs over the single hops, so that the minimum of time is wasted when the $EF$ link becomes available and is allocated to the $CD$ flow. In Sec. 7.1 we have investigated setting the target fidelity very high for the portions of the path that would otherwise be idle. We have found that links for which there is competition can be utilized more effectively in this fashion, allowing the throughput (measured in Bell pairs per second) of two flows sharing one link to be substantially higher than a single flow.
Chapter 6

Quantum Network Simulator

6.1 Introduction

In quantum networks, due to the huge amount of messages, measurements and the probabilities of success of quantum operations, make a calculation completely analytic of the protocols behaviour is a very hard task. In addition, the construction of quantum repeaters is not yet possible due to many physical challenges, so build a network and measure the protocols performance is not possible either. The only way to study our protocols today is by using a quantum network simulator. Not only can we study the right implementation of our quantum protocols, but we can see inside the system in ways not possible in the real world, and many interesting results can also be obtained from simulations, such as the effects of routing optimization, reduction of the number of packets, and even what are the minimum values of time that quantum memories should support in order to allow the construction of quantum repeaters. Another advantage of the simulations is that we can test many scenarios (bigger, faster or just different) rapidly. For our work we chose Omnet++ as a network simulator upon which to build.

6.2 Simulating Distributed Quantum States

Running simulations of quantum systems in classical computers comes with a problem apart from the computational power needed. As we explained in Sec. 2, qubits that are entangled produce instantly correlated measurements. Representing superluminal signals in a network simulator can be done with a zero-delay channel, through which we could send this information immediately after one qubit is measured, or by accessing some shared memory space that all the nodes can read and write without the simulator adding any delay. This approach works well for simulations done on a single computer, but it becomes a difficult task to solve when we run the simulations in a distributed environment. How can we send the results of a measurement instantly to another computer as delays on the network will always be present? Simulating this quantum property in such environment remains as a future work. In our simulations, the measurements done in the purification layer and the superlumina signals were not actually simulated, allowing this implementation to be done in a distributed computing infrastructure. We explain in detail such implementation in Sec. 6.5.4.

6.3 Why Omnet++?

Omnet++ is not created to work only with TCP/IP networks, but allows users to create their own layers, define finite state machines and messages. For these reasons, for its flexibility, we chose it as our network simulator. For this work, a lot of calculations related to quantum operations are done in C++ and we use Omnet’s libraries to run the simulations.

6.3.1 Omnet++ general description

Omnet++ allows us to define the configuration parameters of a node and the network topology in a .ned extension input file (NED language topology description), where all the hardware and the connections between
CHAPTER 6. QUANTUM NETWORK SIMULATOR

stations, distances, bandwidth, etc are defined. These .ned files are used to compile the simulator. A configuration file (.ini) makes changes to the simulations easy without having to compile everytime, this file being read at running-time. We can add any parameters in the .ini file, but in our work we can choose from different topologies (written in various .ned files), select the multiplexing schemes, change the resources (qubits in the transmitters and in the receivers), etc. Finally, the .msg files are used to define the messages used by the different layers. In the next sections we show an example of these types of files. The code is mainly written in .cc and .h files as any regular C++ code.

Files used in our project

The files we used for our simulation are detailed in Table 6.3, Table 6.2, Table 6.1.

<table>
<thead>
<tr>
<th>File Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>omnetpp.ini</td>
<td>Configuration file to specify the simulation’s parameters</td>
</tr>
<tr>
<td>Stations.ned</td>
<td>Definition of each node’s variables, properties, like the number of qubits, interfaces</td>
</tr>
<tr>
<td>SPIE.ned</td>
<td>Network definition for SPIE’s conference simulation</td>
</tr>
<tr>
<td>Dumbbell.ned</td>
<td>Network definition for the protocol simulation</td>
</tr>
<tr>
<td>package.ned</td>
<td>Information about the license. GPL license for this work</td>
</tr>
</tbody>
</table>

Table 6.1: Run-time Omnet configuration files in the simulator

<table>
<thead>
<tr>
<th>File Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stations.cc, Stations.h</td>
<td>Main code, defines Stations class</td>
</tr>
<tr>
<td>Gates.cc, Gates.h</td>
<td>Defines Gates class</td>
</tr>
<tr>
<td>Qubits.cc, Qubits.h</td>
<td>Defines Qubits class</td>
</tr>
<tr>
<td>Flows.cc, Flows.h</td>
<td>Defines Flows class</td>
</tr>
<tr>
<td>Layer1.cc, Layer1.h</td>
<td>Defines Layer 1 class</td>
</tr>
<tr>
<td>QubusPE.cc, QubusPE.h</td>
<td>Defines Qubus Physical Entanglement class</td>
</tr>
<tr>
<td>Layer2.cc, Layer2.h</td>
<td>Defines Layer 2 class</td>
</tr>
<tr>
<td>AEC.cc, AEC.h</td>
<td>Defines Acknowledged Entanglement Control class</td>
</tr>
<tr>
<td>Layer3.cc, Layer3.h</td>
<td>Defines Layer 3 class</td>
</tr>
<tr>
<td>PC.cc, PC.h</td>
<td>Defines Purification Control class</td>
</tr>
<tr>
<td>Layer4.cc, Layer4.h</td>
<td>Defines Layer 4 class</td>
</tr>
<tr>
<td>ESC.cc, ESC.h</td>
<td>Defines Entanglement Swapping Control class</td>
</tr>
<tr>
<td>Layer5.cc, Layer5.h</td>
<td>Defines Layer 5 class</td>
</tr>
<tr>
<td>APP.cc, APP.h</td>
<td>Defines Application class</td>
</tr>
</tbody>
</table>

Table 6.2: Classes defined in the simulator

6.3.2 Omnet Operation

Omnet++ is a discrete event system simulator, which means that events happen at discrete instances in time. Every event in Omnet++ is defined are the arrival of a message (from other node or a self message sent as a timer). In order to begin the simulations, some stations need to start sending messages at time zero. The next event in time would be when one of these messages is first received by any station, which in this case is fixed by the distance between nodes. The simulation continues to run as long as there are any messages left in the network. When the last message is received, and no further messages are generated, then the simulation ends. Omnet’s simulations require the creation of three main functions in our own class that inherits all the functions from Omnet. These functions are: initialize, handleMessage and finish. Following is the explanation of them:

1. initialize() This is the first function of our code that is executed for each of the nodes defined in the NED file. It includes the initialization of all the variables used in the simulation. As this type of simulation
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Table 6.3: Omnet message files in the simulator, used during compilation of simulator.

<table>
<thead>
<tr>
<th>File Name</th>
<th>Definition of the messages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protocol.msg</td>
<td>Main class of messages, the other classes inherit from this one</td>
</tr>
<tr>
<td>Interlayer.msg</td>
<td>Used between protocols layers in the same node</td>
</tr>
<tr>
<td>Layer1.msg</td>
<td>Used by layer 1. Implementations inherit from this one</td>
</tr>
<tr>
<td>QubusPE.msg</td>
<td>Used by the Qubus mechanism, an instance of Layer 1</td>
</tr>
<tr>
<td>Layer2.msg</td>
<td>Used by layer 2. Implementations inherit from this one</td>
</tr>
<tr>
<td>AEC.msg</td>
<td>Used by the Acknowledged Entanglement Control, an instance of Layer 2</td>
</tr>
<tr>
<td>Layer3.msg</td>
<td>Used by layer 3. Implementations inherit from this one</td>
</tr>
<tr>
<td>PC.msg</td>
<td>Used by the Purification Control, an instance of Layer 3</td>
</tr>
<tr>
<td>Layer4.msg</td>
<td>Used by layer 4. Implementations inherit from this one</td>
</tr>
<tr>
<td>ESC.msg</td>
<td>Used by Entanglement Swapping Control, an instance of Layer 4</td>
</tr>
<tr>
<td>Layer5.msg</td>
<td>Used by layer 5. Implementations inherit from this one</td>
</tr>
<tr>
<td>APP.msg</td>
<td>Used by the application, an instance of Layer 5</td>
</tr>
<tr>
<td>TrafficPath.msg</td>
<td>Definition of the messages used to identify flows</td>
</tr>
</tbody>
</table>

continues as long as there are any messages left in the system, we need to generate some messages to start
the simulation. The first messages sent are from the initializing method to the Link Entanglement Control
layer in use. This layer will be in charge of communicating the free qubits to the physical layer. Then
successfully entangled qubits are passed from this layer to the upper one. In addition, self-messages are
sent and used as timers to define when to send other laser pulses, and for multiplexing timing.

2. handleMessage() Everytime a message is received by a station, this function is called and the message
processed. This is the main code of the simulation, and where we need to continue sending messages in
order to keep the simulation alive.

3. finish() This function is used to print reports showing the state of the simulations. It is usually called
when we ask the simulation to terminate.

We have added a state property that identifies not only which layer currently controls the qubit, as well as
the state of the finite state machine of the layer. In this context, "state" refers to the current role of the qubit
in the system, rather than the density matrix or the state vector. Table 6.4, table 6.5 and table 6.6 show all
the possible states of the qubits.

<table>
<thead>
<tr>
<th>State Number</th>
<th>State Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Uninitialized</td>
</tr>
<tr>
<td>1</td>
<td>Unentangled - just initialized</td>
</tr>
<tr>
<td>2</td>
<td>Interim Entangled - Entanglement Attempt</td>
</tr>
</tbody>
</table>

Table 6.4: Qubit states for Qubus and Entanglement Control Layer

<table>
<thead>
<tr>
<th>State Number</th>
<th>State Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Entangled with low fidelity</td>
</tr>
<tr>
<td>40</td>
<td>Purify Attempt - qubit to be purified</td>
</tr>
<tr>
<td>41</td>
<td>Sacrifice Attempt - qubit to be sacrificed</td>
</tr>
<tr>
<td>42</td>
<td>My Half Purified - sent measurements</td>
</tr>
<tr>
<td>43</td>
<td>Her Half Purified - receive measurements</td>
</tr>
</tbody>
</table>

Table 6.5: Qubit states for Purification Control Layer
### 6.4 Organization of Simulator Files

#### 6.4.1 Topology Design (NED files)

In this type of file is where we can define the topologies, how many nodes and how they are connected, distance between them, and whether they are transmitters or receivers. Once this file is created, further configuration of the parameters need to be done in the `Omnet.ini` file. In Fig. 6.1 we show an example of the file `Dumbbell.ned` where we define the stations, and the connections between them:

Fig. 6.2 shows the graphical representation of this network.

#### 6.4.2 Messages Design (MSG files)

As Omnet allows the creation of network layers, the MSG files are used to define the fields used in the messages exchanged between the layers. In these files, only the definition of variables is needed. Omnet will do the hard work and make `.cc` and `.h` files from the very simple MSG, which can be easily used in the main code. There are two types of messages. One which is sent from one station to the other, and the delay for those messages to arrive is based on the distance between nodes. The other type of message is called a self-message or scheduled-message. Nodes send these messages to themselves to schedule different functions, such as sending laser pulses and expiration of multiplexing timers.

**Protocol** `Protocol_Message.msg` is a main type of message from which the rest of the layers and implementation of layers will be inheriting its properties. Each general layer specified in the protocol architecture inherits from this one. Therefore, `Layer1.msg`, `Layer2.msg`, `Layer3.msg`, `Layer4.msg`, `Layer5.msg` are all subclasses. Finally, each implementation of each layer, inherits from them. In our work, QubusPE is a subclass of `Layer1`, AEC a subclass of `Layer2`, PC a subclass of `Layer3` and ESC a subclass of `Layer4`.

In Fig. 6.3 we show an example of the message type used in `QubusPE.msg`.

#### 6.4.3 Configuration file (INI file)

This configuration file named `Omnet.ini` is where we define what parameters to load into the simulations. For example, we can address different NED files with different topologies and configure different parameters for each of them. The parameters that are included in this file are those which allow us to produce different results in different scenarios. These models are grouped under defined names, which can be chosen at the beginning of the simulations. In Fig. 6.4 is an example of part of this file used for Circuit-Switching for the dumbbell network, where the total number of stations, qubits, multiplexing type, the network ID (to identify which network we simulate) and the end-to-end wished fidelity target are specified.

### 6.5 Layers Implementation

#### 6.5.1 Interlayer Messages

As mentioned before, the layers need to exchange messages reporting the result of quantum operations, requesting new operations to be done or just to transfer the control of the qubit to other layer. In order to identify the destination layer of these messages and the requested function, we propose the following type of message shown in Fig. 6.5.

Where:

- **Destination Layer**: Identifies which layer should receive this message.
- **Protocol Type**: This field identifies what type of message is encapsulated.
network Dumbbell {
  submodules:

  StationA: Stations {
    parameters:
    TOTAL_GATES = 1;
    GATE0_TX = true;
    GATE0_SOURCE = true;
    @display("i=device/pc4_l;p=50,50;is=l");
  }

  StationB: Stations {
    parameters:
    TOTAL_GATES = 1;
    GATE0_TARGET = true;
    @display("i=device/pc4_l;p=300,50;is=l");
  }

  StationC: Stations {
    parameters:
    TOTAL_GATES = 1;
    GATE0_TX = true;
    GATE0_SOURCE = true;
    @display("i=device/pc4_l;p=50,250;is=l");
  }

  StationD: Stations {
    parameters:
    TOTAL_GATES = 1;
    GATE0_TARGET = true;
    @display("i=device/pc4_l;p=300,250;is=l");
  }

  StationE: Stations {
    parameters:
    TOTAL_GATES = 3;
    GATE0_TX = true;
    GATE0_TRUNK = true;
    @display("i=block/routing;p=100,150;is=l");
  }

  StationF: Stations {
    parameters:
    TOTAL_GATES = 3;
    GATE1_TX = true;
    GATE2_TX = true;
    GATE0_TRUNK = true;
    @display("i=block/routing;p=250,150;is=l");
  }

  connections allowunconnected:
  StationA.gate[0] <--> Channel <--> StationE.gate[1];
  StationB.gate[0] <--> Channel <--> StationF.gate[0];
  StationC.gate[0] <--> Channel <--> StationF.gate[0];
  StationF.gate[1] <--> Channel <--> StationB.gate[0];
  StationF.gate[2] <--> Channel <--> StationD.gate[0];
}

Figure 6.1: Excerpt of Dumbbell.ned
#include "Layer1_m.h"
}
message Layer1Message;

//
// TODO generated message class
//
message QubusPE_Message extends Layer1Message {
    Kind = 100; // Defines the protocol type. Constant in all the packets
    int Pulse[51]; // Pulse[0] contains the number of pulses in the train
    int Epoch[51];
}

• Payload: Here the encapsulated message is placed.

In Table 6.7 we show the protocol types and their functions.

<table>
<thead>
<tr>
<th>Protocol Type</th>
<th>Protocol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>QubusPE</td>
<td>Receives information of qubits to entangle</td>
</tr>
<tr>
<td>2000</td>
<td>AEC</td>
<td>Receives entanglement report from physical layer</td>
</tr>
<tr>
<td>3000</td>
<td>PC</td>
<td>Receives qubits to purify</td>
</tr>
<tr>
<td>4000</td>
<td>ESC</td>
<td>Receives high-fidelity qubits to swap</td>
</tr>
<tr>
<td>5000</td>
<td>APP</td>
<td>Receives qubits to be used by the application</td>
</tr>
</tbody>
</table>

Table 6.7: Interlayer protocol codes

### 6.5.2 Physical Layer

This layer will wait for the reception of a message coming from the AEC layer. This message contains the information of which qubits are free. Based on that information, the physical layer will generate a packet to send to the neighbor node. We are not simulating the train of quantum pulses that would be sent from the transmitter to the receiver, we only simulate the classical message that would go along with this pulse, containing the number of pulses sent and the addresses of the qubits in the transmitter that were interacted.
[Config Dumbbell-Circuit_Switching]
network = Dumbbell
record-eventlog = false
**.TOTAL_STATIONS = 6
**.MULTIPLYING = 1     # 1: Circuit Switching. 2: TDM. 3: Statistical MUX. 4: Spatial MUX
**.TOTAL_TX_QUBITS = 50  # Total number of qubits per transmitter gate
**.TOTAL_RX_QUBITS = 16  # Total number of qubits per receiver gate
**.GAMMA = 10           # For dephasing. (Not in use)
**.PRINT_MATRIX = 0  # 1: Print the values of the density matrixes 0: Do not Print
**.NETWORK_ID = 1    # 1: Static (AINTEC paper's simulation), 2: Unassigned, 3: Unassigned
**.END_TO_END_FIDELITY = 0.98  # Minimum wished end to end fidelity

Figure 6.4: Excerpt of Omnet.ini

| Bit offset | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 |
|------------|---|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| 32         |   |   |   |   |   |   |   |   |   |   | Destination Layer |     | Protocol Type |     | Payload |     | Payload |     | Payload |     | Payload |     | Payload |     | Payload |     | Payload |     | Payload |     | Payload |
| ...        |   |   |   |   |   |   |   |   |   |   | ... |     | ... |     | ... |     | ... |     | ... |     | ... |     | ... |     | ... |     | ... |     | ... |     |... |     |

Figure 6.5: Message type exchanged between layers

by each of the pulses. Other information such as the epoch (number of times each qubit was reset), source
and destination nodes and gates are also included. When the neighbor receives this message it will generate
a random number for each pulse that is compared with the probability of entanglement success (which is based
on the technology in use, fiber optic attenuation and distance). This layer will save the results of success and
failure in an array which is then sent to the upper layer via an internal message. This report tells whether
each pulse has failed or succeeded to entangle, and with which qubit in the receiver they succeeded. Also a
parameter called ZeroTime attaches the time when the entanglement operation was done. This value is used
in order to calculate the degradation of the fidelity as time passes.

The responsibilities of this layer can be represented by the Fig. 6.6.

Figure 6.6: Functions of the Physical Layer

| 6.5.3 Acknowledged Entanglement Control Layer |

This layer receives the entanglement report message from the physical layer and then updates the entanglement
information for the local qubits. This information includes to which node, gate and qubit each local qubit is
entangled, what is the current density matrix (fidelity comes from it) and the time when the entanglement was
done. After doing this, the state of the qubit is changed to entangled (code 3) and a message is sent to the
purification layer for each qubit that was entangled. In addition, a message report is sent to the transmitter
node with all this information. When the transmitter receives this report, it updates the variables also and
sends a message to the purification layer reporting which qubits are ready for purification. Both transmitter
and receiver will send the failed qubits to a pool of free qubits, that would be ready for next entanglement
6.5.4 Purification Layer

When qubits are received by this layer, they are classified in different bands based on their fidelity [37]. Therefore, qubits within the same band and chosen for purification. As explained in the purification algorithm, when two qubits are in the same band, we need to choose which qubit to be purified and which one to be sacrificed. In order to make consistent decisions, the nodes that attempt purification must decide the same Bell pair to purify and the same one to sacrifice. We propose that the transmitter will choose the qubit with the smallest qubit number to be purified and the biggest one to be sacrificed. The receiver will have the information of the remote qubits entangled, therefore can choose the same order based on the transmitter’s qubits. In addition, in the real world purification algorithm the nodes would measure the qubits and send the results which could be 0, 1, or fail (in case that the local gates failed). On the reception of the measurements, if both measured the same ( (0 & 0) or (1 & 1) ) then the purification would succeed. Any other combination, like (0 & 1), (1 & 0), or any Fail condition would make the purification fail. In the simulator we didn’t implement this in the same way, as doing this would mean the additional complication of superluminal signals produced by the quantum measurements. Therefore, we decided to send a measurement value of 1 with a probability of $p_{\text{Prob:Succ}}$, and if both nodes send a value of 1 (this event would happen with a probability equal to the probability of success of the purification), then we say that the purification succeeded.

6.5.5 Entanglement Swapping Control Layer

This is probably the most difficult layer to implement. The reason is that it needs to take care of what qubits to swap, to which destination, at what time, choose a fidelity threshold for each link. And all these decisions rise in difficulty when the networks become more complex or dynamic. Qubits with some pre-defined level of fidelity arrive here from the purification layer. After the swapping decision is made (in this work we defined the swapping decisions statically, together with the fidelity thresholds for each link), the qubits are swapped, local qubits are reset and a swapping report is sent to both remote nodes which now hold the new Bell pair. In this report, the new density matrix is also included and the time of the swapping operation. When the remote stations receive the report, they update the local variables (where the remote entangled qubit information is also held) and then it is decided whether more purification is needed (in this case, the control of the qubit is sent to the purification layer via a message). If the fidelity is still good enough, then this layer checks whether we need to do more swapping or if the Bell pair extends end-to-end and needs to be sent to the application layer via a message. If it hasn’t, then the qubit is kept by this layer until other swapping operation can be done.

6.5.6 Application Layer

As there could be many possible application layers for quantum networks, each one doing many different operations on the end-to-end qubits, here we focused on the only purpose of teleporting qubits from one node to another. In order to do this, we simulate the required time for measurement of the quantum local gates, and we send the results of such measurement (two classical bits) via a message to the end node. When this message arrives, another delay is added to simulate the local operations in the node, and then we assume that the qubit has been teleported. At this time, we increment the counter used to calculate throughput in Qubits/sec.

6.6 Main Code Description

Message exchange and timing are functions done by Omnet++. The simulation starts at time zero, and control is given to each node in the network. The order in which this control is given is based on the Node Id that each node has. These Ids are created by Omnet and chosen sequentially from the order in which the nodes were defined in the Stations.ned file, and are used to address the nodes when sending messages. After the initialization routine, messages are sent from the transmitter stations in order to start and keep the simulation alive. These messages represent the entanglement attempts done physically by laser pulses, and are sent once at a fixed amount of time (fixed to half a round trip time to the neighbor, 100$\mu$sec in our simulations). Each entanglement attempt is represented by one single message containing information about many pulses sent together. In addition, self messages are also sent as a timer to force another shot of laser pulses to be generated.
Omnet++ keeps track of these timers and will mark the reception of any message as an event. The order in which messages are processed for a particular time is again based on the Node Id of the nodes, giving priority to the smaller ids. Every time a message arrives at a node, the function `Stations::handleMessage` is called.

The pseudo-code for the function `handleMessage` is shown in Fig. 6.7.

Currently the simulator provides a one-line report everytime one qubit is teleported, and information such as the receiver Id, the total number of qubits teleported at that time, the end-to-end fidelity obtained is given. When the simulations are done, a final report shows how many qubits have been teleported for each station.

### 6.7 Key differences between proposed protocols and actual simulations

The simulations we run tried to completely followed the proposed protocols, however, some of the quantum properties could not be simulated and we needed to adapt our code without affecting the results of the simulations. Layers 1 and 2 (Qubus Physical Entanglement and Acknowledged Entanglement Control) where simulated as they were proposed. The only difference is with real-world quantum repeater networks, as we didn’t simulate the physical detection system, but we just obtained a random number and based on that we decided whether the entanglement succeeded or failed. For layer 3 (Purification Control) the proposed protocol exchanges the measurement of entangled qubits, which can basically be "0", "1", or gate failure. Measuring entangled particles require the use of superluminal signals difficult to simulate in a distributed computing environment. Though our simulations were run on a single computer, we wanted to make it compatible for running greater simulations in such environments. How did we solve this? The measurement value is not important for the purification algorithm, what really matters is that both stations measure the same value. So, we calculated the probability of success of purification and send the value "0" from each station under the purification process with a probability of square root the value of success. The probability of both stations sending the value "0" is the probability of success of purification, and if both stations send and receive a value of "0", they will agree that the purification was successful. The proposed algorithm will send the results of the measurement and then compare what each station measure and what they receive, being a match of results considered a purification success. Finally, layer 4 (Entanglement Swapping Control) in the proposed protocol does teleportation, and there is a quantum measurement and the transmission of two classical bits as a result of such measurement. The station receiving these bits applies some quantum gates to its qubit based on the information received. As in purification algorithm, this includes measurement of entangled qubits. However, teleportation always succeeds (if we consider perfect quantum gates), so we didn’t include the simulation of this measurement and the use of the quantum gates. Though assumptions of measurement were done in our simulations, they didn’t affect the performance of the proposed protocols, or the results of the simulations.
If (msg != SelfMessage)
  MessageforUs = CheckAddress(msg)
If (MessageforUs)
  Switch(Protocol)
    case 10:
      ReceiveShooterTimer(msg)
    case 20:
      ReceiveTDMTimer(msg)
    case 30:
      ReceiveTrafficPath(msg)
    case 100:
      QubusLayer.ReceiveMessage(msg)
    case 200:
      AECLayer.ReceiveMessage(msg)
    case 300:
      PCLayer.ReceiveMessage(msg)
    case 400:
      ESCLayer.ReceiveMessage(msg)
    case 500:
      APPLayer.ReceiveMessage(msg)
    case 99:
      InterLayerMessage *Msg = check_and_cast<InterLayerMessage *>(msg)
      switch (Msg->getDestinationLayer())
        case 1:
          QubusLayer.ReceiveMessage(Msg)
        case 2:
          AECLayer.ReceiveMessage(Msg)
        case 3:
          PCLayer.ReceiveMessage(Msg)
        case 4:
          ESCLayer.ReceiveMessage(Msg)
        case 5:
          APPLayer.ReceiveMessage(Msg)
      else if (Protocol == 30)
        ReceiveTrafficPath(msg)
PrintEntanglementReport

Figure 6.7: Pseudo-code for the function handleMessage
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Evaluation

7.1 Multiple hops

We simulated a qubus mechanism, with 20km hops with a number of qubits in each transmitter is 50, and 16 in the receivers. In all of our simulations, we use a target end-to-end fidelity of 0.98. We have run simulations for two cases: only one flow, and two flows competing for shared resources in the network shown in Fig. 7.1. Both flows are over three-hop paths (AEFB and CEFD), with the middle hop (EF) being a shared link and hence the throughput bottleneck. Bell pairs created on the EF link are assigned randomly to be used for the AB or CD flows. Used naively, the first and third hops on each path will remain idle half of the time.

We hypothesized that careful tuning of the purification thresholds might better balance the system. If we raise the required fidelity on the under-utilized links, can we reduce the fidelity penalty incurred by entanglement swapping and improve aggregate performance? To test this hypothesis, we ran simulations with the purification threshold of each link set to several different values, while keeping the end-to-end target $F = 0.98$. We used two values for the first and third hops, $F_1 = 0.98$ and $F_1 = 0.99$, with the second case requiring an additional round of purification on those single hops. We then varied the fidelity threshold of the middle hop, $F_2 = 0.86, 0.94, 0.98$, altering the number of purification rounds required over that single hop. The aggregate throughput of the flows for each of the twelve simulations is shown in Fig. 7.2. With $F_1 = 0.99$, the performance of two flows doubled that of a single flow, as seen in the green and purple bars on the right of the figure. Fig. 7.3 plots the final, delivered fidelity of the same cases. In the $F_2 = 0.98$ cases, the tradeoff for higher throughput is that the final fidelity just barely clears our established end-to-end target of $F = 0.98$.

![Figure 7.1: Simulated dumbbell network](image)

7.2 Shared resources

To quantitatively compare these multiplexing approaches, we simulate the network shown in Fig. 7.4. We want to study the behavior of a traffic flow from station A to station K in the presence of competition from additional
flows in the network, using different multiplexing schemes for the shared network links. The simulation scenarios are listed in Table 7.2.

We focus on the creation of Bell pairs, so we use the magnitude of the $|\Phi^+\rangle\langle\Phi^+|$ component of the Bell-basis density matrix as our fidelity. In prior work [37], we have shown that a fidelity of 0.98 is a good target end-to-end fidelity; using higher values results in performance that varies dramatically depending on local gate errors and memory errors, making it difficult to interpret results in the context of the question at hand. In this paper, we retain $F = 0.98$ as our operational goal, running purification over both individual links and longer distances to achieve and maintain this fidelity.

We are using the purification scheme of Deutsch [12], with reordering of the states using local operations to ensure that $|\Phi^+\rangle\langle\Phi^+|$ remains the largest and $|\Phi^-\rangle\langle\Phi^-|$ is the smallest component. This operation is nondeterministic, and the probability of success is higher for qubits with higher fidelity with respect to a Bell pair than those with lower fidelity. Many operations may be required in order to obtain a high-fidelity Bell pair ready to be used as a resource in the network.

Our simulation is organized into a protocol stack directly modeled on separation of the functions described in Sec. 3.6. We simulated a qubus mechanism as the physical protocol, Deutsch purification as the protocol for error management, and entanglement swapping as the protocol responsible for making the entanglement span from end to end. Each link’s length is fixed at 20km over a fiber optic of 0.17 dB/km loss. The number of qubits in each transmitter is 50, and 32 in the receivers. We measure performance in throughput of teleported qubits per second, simulating the measurement to complete the teleportation of the qubits in the transmitter and the time needed for the classical information to arrive at the destination.

Five flows are used in the five scenarios listed in Table 7.2. First we studied each flow separately using circuit switching, and measured the throughput that the network can provide when no other traffic is present. This multiplexing scheme provides the best performance for the active circuit, and is used here as a reference.
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Figure 7.4: Simulated network. Each color of line represents one communication flow. The four-hop AK flow is our primary flow, and the others are enabled and disabled in various cases to test the impact of multiplexing schemes on that primary flow.

<table>
<thead>
<tr>
<th>Hardware</th>
<th>Properties</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fiber length</td>
<td>20 Km</td>
<td>Each hop</td>
</tr>
<tr>
<td>Fiber attenuation</td>
<td>0.17 dB/km</td>
<td></td>
</tr>
<tr>
<td>Transmitter qubits (TX)</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>Receiver qubits (RX)</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>End-to-end fidelity target</td>
<td>0.98</td>
<td>Fixed threshold</td>
</tr>
<tr>
<td>Contested links purification threshold</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>Uncontested links purification threshold</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>Base pair fidelity</td>
<td>0.633</td>
<td></td>
</tr>
<tr>
<td>Entanglement success probability</td>
<td>0.36</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.1: Hardware-Configuration

to compare the other schemes when we try to accommodate additional flows. Then we simulate the other multiplexing schemes.

In all of our simulations, we use a target end-to-end fidelity of 0.98, but using the same level throughout the entire network results in portions of the network sitting idle while waiting for a flow for its turn to use a shared resource, as discussed in Sec. 5.8.5. In Sec. 7.1, we have shown that setting a higher fidelity threshold for those under-utilized resources can result in a net gain in performance. In the simulations presented here, we follow the same strategy, and set the purification threshold for the uncontested links (AE, BE, CE, DE, JK, JL, etc.) to 0.99, while the contested links EF and FJ are set to 0.98.

7.2.1 Circuit Switching

Table 7.3 shows the measured throughput for each flow when no other traffic is present. In this particular network, with this traffic pattern, only a single connection can operate at a time, so the aggregate throughput of the network is limited to that of a single connection. We use these values and the total as a reference to compare the other multiplexing schemes.
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#### Scenario Flows Comments

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Flows</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AK alone</td>
<td>Baseline case</td>
</tr>
<tr>
<td>2</td>
<td>AK+CI</td>
<td>Competition on one link</td>
</tr>
<tr>
<td>3</td>
<td>AK+BL</td>
<td>Competition on two links</td>
</tr>
<tr>
<td>4</td>
<td>AK+CI+DH</td>
<td>Two competing flows on one link</td>
</tr>
<tr>
<td>5</td>
<td>AK+BL+CI+DH+GM</td>
<td>Several competing flows in different parts of the network</td>
</tr>
</tbody>
</table>

Table 7.2: Traffic flows

<table>
<thead>
<tr>
<th>Flow</th>
<th>Number of hops</th>
<th>Throughput/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>AK</td>
<td>4</td>
<td>64 Qubit/sec</td>
</tr>
<tr>
<td>BL</td>
<td>4</td>
<td>65 Qubit/sec</td>
</tr>
<tr>
<td>CI</td>
<td>3</td>
<td>133 Qubit/sec</td>
</tr>
<tr>
<td>DH</td>
<td>3</td>
<td>135 Qubit/sec</td>
</tr>
<tr>
<td>GM</td>
<td>3</td>
<td>124 Qubit/sec</td>
</tr>
<tr>
<td>SUM</td>
<td>-</td>
<td>521 Qubit/sec</td>
</tr>
</tbody>
</table>

Table 7.3: Maximum traffic per flow using circuit switching.

#### 7.2.2 Statistical Multiplexing

Fig. 7.5 shows the performance of our five scenarios, compared to the throughput of an ideal, impossible-to-achieve case of totally uncontested access to resources for all flows (the “SUM” line in Table 7.3). The first case is the baseline, where we only activate the flow AK. This is the maximum possible for this circuit. In the second case we enabled the flows AK and CI only, with competition for shared resources only on one link (between E & F). In the third case we enabled flows AK and BL, with competition for resources on two links (between E & F and F & J). In the fourth case we enabled flows AK, CI and DH, where two flows compete on one link with AK (between E & F). Finally, we studied all the flows together, where there are several competing flows in different parts of the network and measured the throughput for each one.

#### 7.2.3 TDM

For this scheme, flows are enabled based on time. Each station is assigned a time slot, so for each simulation we have the same number of time slots as the number of flows. For the cases AK+CI and AK+BL, two time slots are assigned; in AK+CI+DH, three timeslots, and for the last case with all the flows active, we used five time slots. The measurements are shown in Fig. 7.6.

#### 7.2.4 Buffer Space Multiplexing

In this simulation, we divide the shared resources into the number of flows in transit. For the first case AK+CI, there are two competing flows in the link E-F, so we assign half the resources for each flow (16 qubits in station E and 25 qubits in station F). For AK+BL we have two flows, but in this case there are two shared links, E-F and F-J, so stations E and J were assigned 16 qubits, station F was assigned 25 qubits for each flow in each link. In the third case, AK+CI+DH, three flows compete for the resources in the link E-F, the resource assignment is: station E, 11 qubits for each flow AK and CI, and 10 qubits for flow DH; station F, 17 qubits for flows AK and CI, and 16 qubits for flow DH. Finally, for all the flows active, between stations E & F there are four flows from stations A, B, C & D, so the total number of resources for each flow is 8 qubits in station E. In station F, 17 qubits were assigned for flows AK and BL, and 16 qubits for flows CI and DH. Between stations F and J there were only three flows, giving 17 qubits for flows AK and BL, and 16 qubits for the flow GM in station F. In station J, 11 qubits were assigned to flows AK and BL, and 10 qubits to GM. Fig. 7.7 shows the throughput for buffer space multiplexing compared with the ideal, uncontested case of five flows with dedicated resources.
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7.2.5 Discussion

We have studied different multiplexing schemes in order to recommend a mechanism for sharing resources in a multi-user network, and ultimately to be able to predict the performance of a given network under certain traffic patterns. To recommend a scheme, we want to know how the performance changes as traffic changes, beginning with the aggregate performance of the network. We also want to be assured that short-distance flows are not able to “shut out” long-distance flows and prevent them from making forward progress.

Above, we alluded to the fact that two flows using one shared link can sometimes exceed the performance of a single flow. This counter-intuitive behavior arises because the unshared resources can continue to improve beyond their minimum required fidelity threshold, making more efficient use of the shared resources when they do gain access. This can be seen clearly in the AK+CI and AK+BL cases, where two flows each achieve 86% to 95% of their ideal performance. The behavior of a single flow, then, under at least some circumstances, can be said to be only minimally affected by the presence of a second flow using one or two of the same links. The addition of a third flow (AK+CI+DH) raises the total throughput again, but begins to have significant impact on the performance of each flow relative to the ideal case. Knowledge of this behavior can be used to guide the design of a network topology, if the expected traffic pattern is understood.

The total throughput of all five flows is highest for the statistical multiplexing case, achieving 257 teleported qubits per second, compared to 228 qubits per second for buffer space multiplexing and 201 qubits per second for time division multiplexing. Statistical multiplexing substantially outperforms the other two schemes (by 13% and 28%, respectively), though the specific numbers are traffic- and network-specific. For the cases with fewer flows, the performance advantage was smaller, only a few percent. We expect to further confirm this advantage by simulating additional networks and traffic patterns (especially larger, more complex networks) in future work.

The above analyses assess the steady-state throughput of our flows. Let us briefly compare these schemes for a variant with a fixed amount of work by assuming that all five flows in Table 7.2 issue their initial requests to use the network at the same time and run until 100 qubits have been teleported. For the circuit switched case, first we would run the AK flow to completion, then the BL flow. Next, the CI and GM flows can run at the same time, because they use independent parts of the network. Fourth and last would come the DH flow. This would take approximately $100/64 + 100/65 + 100/133 + 100/135 = 4.6$ seconds. In contrast, in statistical multiplexing all five flows begin work at the same time. Using a slightly more complex calculation to take into account that the three-hop CI, DH and GM flows would complete more quickly than the four-hop AK and BL flows, we estimate that all 500 qubits could be teleported in 2.7 seconds, or 1.7× as fast. TDM and buffer space multiplexing require more detailed simulation to produce reasonable estimates of their performance under

<table>
<thead>
<tr>
<th>Flows</th>
<th>AK</th>
<th>AK+CI</th>
<th>AK+BL</th>
<th>AK+CI+DH</th>
<th>AK+BL+CI+DH+GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>AK</td>
<td>64 Qubit/sec</td>
<td>61 Qubit/sec</td>
<td>56 Qubit/sec</td>
<td>40 Qubit/sec</td>
<td>29 Qubit/sec</td>
</tr>
<tr>
<td>BL</td>
<td>0 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>59 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>33 Qubit/sec</td>
</tr>
<tr>
<td>CI</td>
<td>0 Qubit/sec</td>
<td>127 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>92 Qubit/sec</td>
<td>68 Qubit/sec</td>
</tr>
<tr>
<td>DH</td>
<td>0 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>89 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>75 Qubit/sec</td>
</tr>
<tr>
<td>GM</td>
<td>0 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>52 Qubit/sec</td>
</tr>
<tr>
<td>SUM</td>
<td>64 Qubit/sec</td>
<td>188 Qubit/sec</td>
<td>115 Qubit/sec</td>
<td>221 Qubit/sec</td>
<td>257 Qubit/sec</td>
</tr>
</tbody>
</table>

Table 7.4: Throughput using statistical multiplexing

<table>
<thead>
<tr>
<th>Flows</th>
<th>AK</th>
<th>AK+CI</th>
<th>AK+BL</th>
<th>AK+CI+DH</th>
<th>AK+BL+CI+DH+GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>AK</td>
<td>64 Qubit/sec</td>
<td>59 Qubit/sec</td>
<td>55 Qubit/sec</td>
<td>49 Qubit/sec</td>
<td>25 Qubit/sec</td>
</tr>
<tr>
<td>BL</td>
<td>0 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>56 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>23 Qubit/sec</td>
</tr>
<tr>
<td>CI</td>
<td>0 Qubit/sec</td>
<td>125 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>95 Qubit/sec</td>
<td>65 Qubit/sec</td>
</tr>
<tr>
<td>DH</td>
<td>0 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>83 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>53 Qubit/sec</td>
</tr>
<tr>
<td>GM</td>
<td>0 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>35 Qubit/sec</td>
</tr>
<tr>
<td>SUM</td>
<td>64 Qubit/sec</td>
<td>184 Qubit/sec</td>
<td>111 Qubit/sec</td>
<td>227 Qubit/sec</td>
<td>201 Qubit/sec</td>
</tr>
</tbody>
</table>

Table 7.5: Throughput using Time Division Multiplexing
changing workloads. We defer simulation and analysis of such dynamic activity, including flows that start and stop at different times in different parts of the network, for future work.

Although statistical multiplexing has the highest throughput, we might suspect that with no control on resource use, it is potentially susceptible to being unfair to some flows. In particular, we are concerned that long-distance flows, which naturally react more slowly to changing conditions than shorter flows, may be penalized more than short ones as the dynamic network state changes.

We evaluated the fairness of the multiplexing schemes using Jain’s fairness measure for resource allocation \[ J(x_1, x_2, \ldots, x_n) = \frac{\left( \sum_{i=1}^{n} x_i \right)^2}{n \sum_{i=1}^{n} x_i^2} \] for the five-flow cases for each multiplexing method. A fairness of \( J = 1 \) indicates perfectly even distribution of resources among the users, while \( J = 1/n \) indicates that one user acquired all of the resources, shutting out all other users. Because the maximum capability of each flow differs even when given uncontested access to all links, we applied the measure to the set of throughputs normalized to each flow’s circuit-switched throughput, the percentages shown in Figures 7.5, 7.6 and 7.7. Statistical multiplexing, with a range of 42% to 56% of maximum, has a nearly perfect fairness of \( J = 0.99 \). Buffer space multiplexing likewise comes in with \( J = 0.99 \). TDM, despite the relatively large spread from 28% to 49%, also has an excellent fairness of \( J = 0.97 \). In particular, the four-hop flows fall in the middle of of the group in terms of performance degradation, giving us no reason to infer that long-distance flows are penalized more heavily, though further confirmation with longer flows is desirable. From these values we conclude that all three multiplexing schemes share contested resources fairly.

Finally, we observe that statistical multiplexing is simpler to implement that any scheme requiring explicit resource management, whether circuit switching, TDM or buffer space multiplexing. Both the software implementation and the network protocols have fewer requirements using statistical multiplexing, reducing implementation and deployment cost.
Figure 7.6: Throughput of TDM compared to uncontested flows.

We have presented our simulations of four different approaches to managing the sharing of resources in purify-and-swap quantum repeater networks. Future work includes addition of one or more memory decoherence mechanisms, as well as simulations of additional scenarios and additional statistical tests of behavior. However, the data in this paper gives a clear indication that statistical multiplexing akin to that used in the Internet will give us good performance and robust, fair operation.
Figure 7.7: Throughput of buffer space multiplexing compared to uncontested flows.

<table>
<thead>
<tr>
<th>Flows</th>
<th>AK</th>
<th>AK+CI</th>
<th>AK+BL</th>
<th>AK+CI+DH</th>
<th>AK+BL+CI+DH+GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>AK</td>
<td>64 Qubit/sec</td>
<td>56 Qubit/sec</td>
<td>57 Qubit/sec</td>
<td>35 Qubit/sec</td>
<td>26 Qubit/sec</td>
</tr>
<tr>
<td>BL</td>
<td>0 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>61 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>27 Qubit/sec</td>
</tr>
<tr>
<td>CI</td>
<td>0 Qubit/sec</td>
<td>123 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>87 Qubit/sec</td>
<td>61 Qubit/sec</td>
</tr>
<tr>
<td>DH</td>
<td>0 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>78 Qubit/sec</td>
<td>50 Qubit/sec</td>
</tr>
<tr>
<td>GM</td>
<td>0 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>0 Qubit/sec</td>
<td>64 Qubit/sec</td>
</tr>
<tr>
<td>SUM</td>
<td>64 Qubit/sec</td>
<td>179 Qubit/sec</td>
<td>118 Qubit/sec</td>
<td>200 Qubit/sec</td>
<td>228 Qubit/sec</td>
</tr>
</tbody>
</table>

Table 7.6: Throughput using buffer space multiplexing
Chapter 8

Conclusions

The proposed protocols for networks of quantum repeaters can be used on real-world quantum repeaters once they are built. Not only can they be used for repeaters, but other implementations like system area networks are also feasible. We have studied the behavior of these protocols in networks with shared resources and we found out that for the topologies tested, the best multiplexing scheme was statistical multiplexing. More complex and different topologies should be tested in the future in order to make a firm statement regarding that statistical multiplexing is the best approach for all the networks. Not only did it prove to have a better performance, but also its simplicity of implementation is a good argument against the other schemes. We also found out that proper tuning of uncontested links improves the network performance while spending time of unused links doing purification and reducing the number of end-to-end purification steps, which are slower due to the addition of more hops and the longer propagation delay for the classical messages.

All this work was done without including memory degradation due to decoherence, which is an important characteristic that will give more reality to the simulations of a physical system. Clearly after adding decoherence to our simulations, the performance will be reduced as fidelity will decrease, and more steps of purification will be needed to keep a high level of fidelity for swapping. Quantum memory degradation remains as a future work, and will be implemented in the simulator in order to extend our work.

For this thesis we kept track of the addresses of nodes, interfaces and qubits where the Bell pairs are held. This approach worked well and may also be applied to bigger networks. However, in order to virtualize the networks, such information should be hidden from the nodes and referring to each Bell pair with a label only, and the only information that the nodes should concern about is which node is this label referring to. This remains as a future work and implementation in the simulator.

A problem with simulations of quantum systems is that when measuring one particle belonging to an entangled group, immediate influence is produced to the rest of the particles, without any signal propagation, therefore running simulations in a distributed computing environment should consider how to manage this information. How to handle superluminal signals? For the purification algorithm and teleportation, we fixed the values of the measurements, without affecting the obtained results. However, for applications that need real measurements, we cannot fix the values, and simulations of superluminary signals must be done.

Designing the protocols such that the stations were able to make the same consistent decisions without exchanging unnecessary messages proved to be a hard task. As in our work, the Entanglement Swapping Control layer was assigned fixed routes, we didn’t have to face many of the difficult tasks that this layer has for more complex topologies. Intelligent networks must be able to find what is the middle of the network and attempt to produce Bell pairs from this node to the end-points, even though dynamic changes may occur and further calculations must be done in order to keep the middle node updated. Other difficult but very important issue is to find the best order of operations like purification and swapping. How much purification should we do before swapping? Different topologies will have different optimal order for such operations, and this task should also be addressed by the Entanglement Swapping Control layer and kept updated if the network changes.

In this work, we provided a simulator that allows the use of independent layers for quantum repeaters and we also proposed a set of protocols that can be applied to the future quantum networks. It is our intention to make the code open-source, and we would like other laboratories to use our code to run simulations of their own protocols by just replacing the layers of our code with their own. This code may also be a reference for the code used in the future real-world quantum repeaters.
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